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Abstract. To a large class of graphs of groups we associate a C∗-algebra universal
for generators and relations. We show that this C∗-algebra is stably isomorphic to the
crossed product induced from the action of the fundamental group of the graph of groups
on the boundary of its Bass–Serre tree. We characterise when this action is minimal,
and find a sufficient condition under which it is locally contractive. In the case of
generalised Baumslag–Solitar graphs of groups (graphs of groups in which every group
is infinite cyclic) we also characterise topological freeness of this action. We are then
able to establish a dichotomy for simple C∗-algebras associated to generalised Baumslag–
Solitar graphs of groups: they are either a Kirchberg algebra, or a stable Bunce–Deddens
algebra.

Contents

1. Introduction 1
2. Background 4
3. The graph of groups C∗-algebra 18
4. A C∗-algebraic Bass–Serre Theorem 26
5. On the action π1(G, v) y v∂XG 37
6. Graphs of trivial groups 49
7. Generalised Baumslag–Solitar graphs of groups 52
References 57

1. Introduction

Actions of groups on trees, and the induced actions on tree boundaries, have given rise
to many interesting C∗-algebras via the crossed product construction. Such examples
include certain Cuntz–Krieger algebras considered in [43] and [39], and the generalised
Bunce–Deddens algebras considered in [36] (see also Proposition 5.26 of this paper).

Actions of groups on trees of course play a fundamental role in many fields outside of
C∗-algebras. A part of Serre’s extensive contribution to the theory was the introduction
of graphs of groups in [42]. The theory of graphs of groups was further developed by
Bass in [7], and is now known as Bass–Serre theory. Roughly speaking, a graph of groups
consists of a graph Γ together with a group for each vertex and edge of Γ, and monomor-
phisms from each edge group to the adjacent vertex groups. Any group action on a tree
(satisfying some mild hypotheses) induces a graph of groups, while any graph of groups
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has a canonical associated group, called the fundamental group, and a tree, called the
Bass–Serre tree, such that the fundamental group acts on the Bass–Serre tree. The so-
called Fundamental Theorem of Bass–Serre Theory says that these processes are mutually
inverse, so that graphs of groups “encode” group actions on trees; see Theorem 2.16 for
a more precise statement.

The original motivation for Bass–Serre theory was to study rank one reductive groups
over nonarchimedean local fields, such as SL2(Qp), by considering the action of such groups
on their associated Bruhat–Tits tree (see for instance Chapter II of [42]). Graphs of groups
are now fundamental tools in geometric group theory and low-dimensional topology. The
fundamental group of a graph of groups generalises two basic constructions in combinato-
rial group theory, namely free products with amalgamation and HNN extensions. These
constructions correspond in topology to taking a connected sum and adding a handle,
respectively. Classes of groups which are studied using Bass–Serre theory include lattices
in automorphism groups of trees (see [9] and its references), fundamental groups of 3-
manifolds (see, for instance, [21]) and generalised Baumslag–Solitar groups (see Section 7
below).

While the action of a group on the boundary of a tree is modelled C∗-algebraically via
a crossed product, the data present in a graph of groups is more naturally modelled via
a combinatorial C∗-algebra, which is a C∗-algebra universal for generators and relations
encoding an underlying combinatorial object. Combinatorial C∗-algebras are a fruitful
source of examples in C∗-algebra theory. The starting point was Cuntz and Krieger’s work
in [19], and the theory has rapidly progressed in many directions, including a generalisation
to directed graphs (see [37] for an overview). Much of the work on combinatorial C∗-
algebras has been concerned with more general oriented situations. Unoriented examples
have received relatively little attention. In [17] the authors treat the case of a finite
graph, giving a combinatorial analysis and relating the K-theory of the C∗-algebra to the
first Betti number of the graph. Iyudu [26] and Ivankov-Iyudu [25] have extended this
to infinite graphs. Graphs of groups are a natural generalisation to a large class of new
examples. The first work to consciously apply Bass–Serre theory to the study of boundary
crossed product C∗-algebras was done by Okayasu [35], who extended the results of [43]
and [39] to finite graphs of finite groups, explicitly working with the Bass–Serre tree and
the associated action on its boundary.

The main aim of this paper is to significantly extend the work of [35] to build a Bass–
Serre theory in the C∗-algebraic setting. We give a different construction to that of [35]
that generalises to a much larger class of graphs of groups. We work with two C∗-algebras:
we first construct our graph of groups C∗-algebra, which is universal for generators and
relations, and then we construct a boundary action crossed product C∗-algebra. This is
much like the approach of [35]; however that approach relies heavily on the choice of a
maximal tree for the graph of groups, which makes the universal C∗-algebra description
somewhat complicated (see [35, Definition 3.1]). In the special case of a (finite) graph, the
paper [17] gives a very simple and natural presentation, which inspired that of this paper
(see Definition 3.1). Our methods apply to graphs of countable groups, in the sense that
all vertex groups are countable. We also assume that the underlying graph is locally finite
and that edge groups have finite index in their adjacent vertex groups; these assumptions
ensure that the Bass–Serre tree is locally finite. We note that we do allow graphs of
groups where the underlying graph is infinite and where the vertex groups are infinite
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groups. We also assume an extra condition (which we refer to as nonsingularity) on our
graph of groups which ensures that the Bass–Serre tree has no finite ends.

In general, the graph of groups algebra contains as a distinguished subalgebra a certain
directed graph C∗-algebra (see Theorem 3.6). When the examples of [43] and [39] are
realised as graph of groups algebras, the subalgebra equals the whole algebra. We give
examples to show that in general the containment is proper. One of the advantages of
the graph of groups presentation is that it permits an easy description of a gauge action,
analogous to the situation for directed graph algebras. The gauge action is needed for the
existence of the directed graph subalgebra mentioned above.

Our main result, Theorem 4.1, shows that the C∗-algebras obtained by our two con-
structions are related by stable isomorphism. (Thus we find that in the case of a finite
graph of finite groups, Okayasu’s algebra from [35, Theorem 4.4] is isomorphic to a cer-
tain corner inside our graph of groups algebra.) For the proof of this theorem we realise
the graph of groups algebra as the C∗-algebra of a certain étale groupoid obtained from
the fundamental groupoid of Higgins [24]. This groupoid could be taken as an alternate
point of departure for the results of the paper. We chose to emphasize the generators and
relations as a natural generalisation of the theory of directed graph C∗-algebras, and the
boundary crossed product as a direct generalisation of previous work.

After proving our main theorem, we consider structural properties of these C∗-algebras.
In line with the philosophy of the theory of directed graph C∗-algebras, we characterise
various C∗-properties by means of combinatorial properties of the underlying graph of
groups. It is proved in [6] (see also [28]) that for an action of a discrete group Λ on a
compact Hausdorff space Y , the reduced crossed product C(Y )×r Λ is simple if and only
if the action of Λ on Y is minimal and topologically free. In this case, the reduced crossed
product is purely infinite if the action is locally contractive ([32, 3]). In addition, the
full and the reduced crossed products coincide if either one is nuclear, and this occurs if
and only if the action is amenable ([2]). Thus we investigate how minimality, topological
freeness, and local contractivity of the boundary action are reflected in the graph of groups
(amenability follows generally from known results). Since the associated C∗-properties
are invariant under stable isomorphism, our main theorem establishes these for the graph
of groups algebra.

We are able to completely characterise minimality and local contractivity for locally
finite nonsingular graphs of countable groups. However we are able to characterise topo-
logical freeness only in two special cases: in the case of trivial groups, and generalised
Baumslag–Solitar graphs of groups (graphs of groups where all vertex and edge groups are
infinite cyclic). Our work on generalised Baumslag–Solitar graphs of groups culminates
in a dichotomy which has a striking similarity to one present in the theory of directed
graph C∗-algebras: a simple generalised Baumslag–Solitar graph of groups C∗-algebra is
either a Kirchberg algebra, or a stable Bunce–Deddens algebra.

In general, topological freeness seems to be a subtle property to characterise, and it has
been considered by other authors. Topological freeness appears as a crucial hypothesis in
the paper [21] of de la Harpe and Préaux, where it is referred to as slenderness. In con-
junction with some properties of the action on the tree, they use it to deduce minimality
of the boundary action. This contrasts with our methods, where we deduce minimality
from properties of the underlying graph of groups, and do not assume topological freeness.
We note that our Theorem 7.5 generalises their Lemma 20(iii) on topological freeness for
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Baumslag–Solitar groups. Topological freeness is also relevant in the paper [13] of Broise–
Alamichel and Paulin. Their Remarque 4.2 gives a proof of topological freeness under
several hypotheses. These include finiteness of all vertex groups, as well as existence of
a Patterson-Sullivan measure of positive finite dimension and a restriction on the elliptic
elements of the group. Our results on this topic intersect with theirs only for the case
of graphs of trivial groups where the underlying graph Γ has finite Betti number greater
than one (see Remark 5.28 for more details).

Acknowledgements. The first author would like to thank the University of Glasgow
and Arizona State University for their hospitality during research visits while this paper
was written. The third author would like to thank Arizona State University for their
hospitality during his research visit while this paper was written. The fourth and fifth
author would like to thank the University of Wollongong for their warm hospitality during
research visits while this paper was written. The fifth author would also like to thank
Stuart White for helpful conversations.

2. Background

This section recalls background material and establishes our notation. In Section 2.1
we recall the necessary concepts from graph theory and then in Section 2.2 we recall the
main definitions and results of Bass–Serre Theory. In Section 2.3 we discuss boundaries
of trees. Section 2.4 then discusses the groupoid approach to graphs of groups and the
action on the relevant boundary of the fundamental groupoid and the fundamental group.
We finish by giving some background on C∗-algebras in Section 2.5.

2.1. Graphs and trees. The notion of graph that we use comes from Serre [42].

Definition 2.1. A graph Γ is a quadruple (Γ0,Γ1, r, s), consisting of countable sets of
vertices Γ0 and edges Γ1, together with range and source maps r, s : Γ1 → Γ0, and an
“edge-reversing” map e 7→ e from Γ1 to Γ1 so that for all e ∈ Γ1,

e 6= e, e = e and s(e) = r(e).

Such a graph Γ can be viewed as an undirected graph in which each geometric edge is
replaced by a pair of edges e and e. For a graph Γ and an edge e ∈ Γ1 we may draw the
edge e with a dashed line, as in the top row of the following figure, or we may omit the
edge e, as in the bottom row:

e

e

e

e e

e

For x ∈ Γ0 the valence of x is the cardinality of the set r−1(x) (equivalently, the
cardinality of the set s−1(x)). A graph Γ is locally finite if |r−1(x)| < ∞ for all x ∈ Γ0,
that is, each vertex has finite valence. We only consider locally finite graphs in this paper.
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A path (of length n) in Γ is either a vertex x ∈ Γ0 (when n = 0) or, if n > 0, a sequence
of edges e1e2 . . . en with s(ei) = r(ei+1) for 1 ≤ i ≤ n− 1. For example:

e1 e2 en
r(e1) s(en)

Note that we are using the “Australian” convention for paths in a graph, which is more
functorial and sits well with the operator-algebraic methods we will use in this paper; the
same reasoning applied in [37]. For a path µ = e1e2 · · · en we define the reversal of µ to
be µ = en · · · e2 e1.

A path x of length 0 has range and source equal to the vertex x, and a path e1e2 . . . en
with n ≥ 1 has range r(e1) and source s(en). A cycle is a path with range equal to its
source. A cycle e1e2 . . . en is minimal if n = 0, or the vertices r(ei) are pairwise distinct.
A path e1e2 . . . en is reduced if either n = 0, or ei+1 6= ei for 1 ≤ i ≤ n− 1, that is, there is
no immediate back-tracking in the path. We write Γ∗ (respectively, xΓ∗, Γ∗y and xΓ∗y)
for the set of reduced paths in Γ (respectively, the reduced paths in Γ with range x, with
source y, and with range x and source y). A vertex of a graph is singular if it has valence
one; that is, it is the range (equivalently, source) of a unique edge. We say that a graph is
nonsingular if it has no singular vertices. A graph Γ is connected if for every x 6= y ∈ Γ0

there is a path e1e2 . . . en with range x and source y. We only consider connected graphs
in this paper.

A graph Γ is a tree if it is connected and for every vertex x ∈ Γ0, the only reduced path
which starts and ends at x is of length 0. Equivalently, Γ is a tree if for every x 6= y ∈ Γ0,
there is a unique reduced path e1e2 . . . en with range x and source y. If Γ is a tree, x ∈ Γ0

and e ∈ Γ1, then we say that e points towards x if the unique reduced path with range x
and source r(e) does not contain the edge e. In other words, x is closer in Γ to r(e) than
to s(e).

Every graph Γ has at least one maximal subtree T , for which T 0 = Γ0 and T 1 ⊆ Γ1.
For such a T , a path in T is a path in Γ in which every edge belongs to T 1. Note that
from Section 3 onwards we only consider nonsingular trees in this paper.

2.2. Bass–Serre Theory. In this section we recall the theory of graphs of groups, also
known as Bass–Serre Theory. We generally follow Bass’ work [7], although our notation
and terminology differ in places since we use directed graph C∗-algebra conventions where
possible. We start with the definition of a graph of groups G. We then discuss the
fundamental group π1(G, v) and the Bass–Serre tree XG,v of a graph of groups G, and
describe the action of π1(G, v) on XG,v.

Definition 2.2. A graph of groups G = (Γ, G) consists of a connected graph Γ together
with:

(1) a vertex group Gx for each x ∈ Γ0;
(2) an edge group Ge for each e ∈ Γ1, such that Ge = Ge for all e ∈ Γ1; and
(3) a monomorphism αe : Ge → Gr(e), for each e ∈ Γ1.

For each x ∈ Γ0 we denote by 1x the identity element of the vertex group Gx, and we
write 1 for 1x if the vertex x is clear.

Examples 2.3. The two basic examples of graphs of groups are edges of groups and loops
of groups, which we now define. We will follow these examples throughout this section.
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(E1) Let Γ be the graph

ex y

An edge of groups is a graph of groups G = (Γ, G), and can be depicted as

Ge
Gx Gy

The monomorphisms are αe : Ge → Gx and αe : Ge = Ge → Gy.
(E2) Let Γ be the graph

ex

A loop of groups is a graph of groups G = (Γ, G), and can be depicted as

GeGx

The monomorphisms are αe : Ge → Gx and αe : Ge = Ge → Gx.

We say that a graph of groups G = (Γ, G) is locally finite if

(a) the underlying graph Γ is locally finite; and
(b) [Gr(e) : αe(Ge)] <∞ for all e ∈ Γ1.

Condition (b) here is saying that each edge group has finite index image in the adjacent
vertex groups (recall that αe is a monomorphism from Ge = Ge to Gr(e) = Gs(e)). A graph
of groups G = (Γ, G) is nonsingular if for all e ∈ Γ1 such that r−1(r(e)) = {e}, we have
[Gr(e) : αe(Ge)] > 1. That is, if e is the unique edge with range r(e), then αe(Ge) must be
a proper subgroup of Gr(e). We only consider locally finite nonsingular graphs of groups
in this paper.

Throughout this work, we will need various kinds of words and paths associated to a
graph of groups G = (Γ, G).

Definition 2.4. For each e ∈ Γ1, fix a transversal Σe for Gr(e)/αe(Ge), with 1r(e) ∈ Σe.

(i) A G-word (of length n) is a sequence of the form

g1 or g1e1g2e2 . . . gnen or g1e1g2e2 . . . gnengn+1,

where s(ei) = r(ei+1) for 1 ≤ i ≤ n− 1, gj ∈ Gr(ej) for 1 ≤ j ≤ n, and gn+1 ∈ Gs(en).
(In the case n = 0, g1 is just required to be an element of some vertex group Gx.)
For example, a G-word of the form g1e1g2e2 . . . gnengn+1 can be pictured as follows:

e1 e2 en

g1 g2 g3 gn gn+1

If g1 ∈ Gx is a G-word of length 0 then we define this G-word to have range and
source the vertex x. For n > 0 the G-words g1e1g2e2 . . . gnen and g1e1g2e2 . . . gnengn+1
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are both defined to have range r(e1) and source s(en). We denote by |µ| the length
of a G-word µ.

(ii) A reduced G-word (of length n) is a G-word of the form

g1 or g1e1g2e2 . . . gnen or g1e1g2e2 . . . gnengn+1,

where if n > 0 we have gj ∈ Σej for 1 ≤ j ≤ n and ei = ei+1 =⇒ gi+1 6= 1r(ei+1), and
gn+1 is free to be any element of Gs(en). (In the case n = 0, g1 is just required to be
an element of some vertex group Gx; in contrast to [7, Section 1.7], we refer to the
trivial G-words 1x as reduced.)

(iii) A G-loop based at x ∈ Γ0 is a G-word of the form g1 ∈ Gx or g1e1g2e2 . . . gnengn+1

with r(e1) = s(en) = x. A G-loop is called reduced if it is also a reduced G-word.
(iv) A G-path is a reduced G-word of the form g1 = 1 or g1e1g2e2 . . . gnen; so we insist

that G-paths of length n > 0 must end in edges. We denote the collection of G-paths
of length n by Gn, and G∗ := ∪∞n=0Gn. For x ∈ Γ0 we denote by xGn the collection
of G-paths of length n with range x, and by xG∗ the collection of all G-paths with
range x.

In order to define the fundamental group of a graph of groups G = (Γ, G), we will need
the following auxiliary group, which is defined via a presentation.

Definition 2.5. Let G = (Γ, G) be a graph of groups. The path group, denoted π(G), has
generating set

(2.1) Γ1 t

(⊔
x∈Γ0

Gx

)
,

that is, the edge set of the graph Γ together with the elements of the vertex groups of G,
and defining relations the relations in the vertex groups, together with:

(R1) e = e−1 for all e ∈ Γ1; and
(R2) eαe(g)e = αe(g) for all e ∈ Γ1 and all g ∈ Ge = Ge.

The relation (R2) in the definition of the path group can be thought of as identifying the
“loop” αe(g) with the “loop” obtained (reading from right to left, as with composition of
morphisms) by following the edge e (from r(e) to s(e)), then αe(g), and then “returning”
along e:

e

αe(g) αe(g)

We now observe that (reduced) G-words, and consequently (reduced) G-loops and G-
paths, naturally map to elements of the path group π(G). More precisely, if the sequence

g1 or g1e1g2e2 . . . gnen or g1e1g2e2 . . . gnengn+1

is a G-word, then by abuse of notation we associate to this G-word the element g1 or
g1e1g2e2 . . . gnen or g1e1g2e2 . . . gnengn+1, respectively, of the path group π(G).

Definition 2.6. For x, y ∈ Γ0, define π[x, y] ⊆ π(G) to be the set of images in the path
group π(G) of the G-words which have range x and source y.
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Notice that, due to the relations (R1) and (R2), two different G-words can map to the
same element of π[x, y]. For instance the G-words g1e1g2 and g1e1g2e21e2 have the same
image g1e1g2 in π[x, y], where g1 ∈ Gx and g2 ∈ Gy. By Theorem 1.8 of [7], for any choice
of the transversals Σe, the image of a nontrivial reduced G-word in π(G) is nontrivial. Thus
by definition the image of a nontrivial G-path in π(G) is nontrivial. By Corollary 1.13
of [7], for all x, y ∈ Γ0, every element of π[x, y] is represented by a unique reduced G-word
with range x and source y; again, this result holds for any choice of transversals Σe.

We now choose a base vertex v ∈ Γ0 and consider the set π[v, v], which by definition
is the set of images of G-loops based at v. By Theorem 1.8 and Corollary 1.13 of [7],
the image in π[v, v] of a nontrivial reduced G-loop based at v is nontrivial, and every
nontrivial element of π[v, v] is represented by a unique reduced G-loop based at v. Now
let γ, γ′ ∈ π[v, v]. Then γγ′ ∈ π[v, v]. Also if

γ = g1 or γ = g1e1g2e2 . . . gnengn+1,

then γ−1 in the group π(G) is given by

γ−1 = g−1
1 or γ−1 = g−1

n+1eng
−1
n−1en−1 . . . g

−1
2 e1g

−1
1 ,

respectively, and so γ−1 is also in the set π[v, v]. This allows us to make the following
definition.

Definition 2.7. Let G = (Γ, G) be a graph of groups, and choose a base vertex v ∈ Γ0.
The fundamental group of G based at v, denoted π1(G, v), is the subgroup π[v, v] of the
path group π(G).

An alternative way of defining the fundamental group of a graph of groups is via a
presentation, as follows.

Definition 2.8. Let G = (Γ, G) be a graph of groups and choose a maximal subtree T of
the graph Γ. The fundamental group of G relative to T , denoted π1(G, T ), has the same
generating set (2.1) as the path group π(G), and defining relations the relations in the
vertex groups of G, the relations (R1) and (R2) above, and the additional relation:

(R3) e = 1 for all e ∈ T 1.

That is, the fundamental group π1(G, T ) is the quotient of the path group π(G) obtained
by killing all of the edges in the chosen maximal subtree T ⊂ Γ.

For each choice of base vertex v and maximal subtree T ⊂ Γ, the induced projection
π(G)→ π1(G, T ) restricts to an isomorphism of fundamental groups π1(G, v)→ π1(G, T )
(see [7, Proposition 1.20]). Thus in particular, up to isomorphism the fundamental group
of a graph of groups is independent of the choice of base vertex or of maximal subtree.
When the base vertex v is clear, we may drop it from the notation and write π1(G) for the
fundamental group of G based at v. Notice that if all the vertex and edge groups in the
graph of groups G are trivial, then π1(G, T ) ∼= π1(G, v) is the usual fundamental group of
the (geometric realisation of the) graph Γ.

Notation 2.9. We use ε to denote the inverse isomorphism from π1(G, T ) to π1(G, v),
for T ⊆ Γ any maximal subtree and any v ∈ Γ0. In order to define this map ε, for each
x 6= y ∈ Γ0 we first define

(2.2) [x, y]T := e1e2 . . . en
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to be the unique reduced path in T such that r(e1) = x and s(en) = y. Note that the path
[x, y]T = e1e2 . . . en has the same image in the path group π(G) as the reduced G-path

(2.3) [x, y] := 1e11e2 . . . 1en.

Thus in particular, the image of [x, y]T in the path group is an element of π[x, y]. We also
define [x, x] to be the trivial element of Gx, and so [x, x] has trivial image in π1(G, x).

Now the group π1(G, T ) is generated by the edge set Γ1 together with the vertex groups
of G, and so it suffices to specify ε on these generators. For each e ∈ Γ1 we define

(2.4) ε(e) := [v, r(e)]e[s(e), v] ∈ π1(G, v).

Note that ε(e) is the identity element of π1(G, v) whenever e ∈ T 1. Also, for each x ∈ Γ0

and g ∈ Gx, we define

(2.5) ε(g) := [v, x]g[x, v] ∈ π1(G, v).

If we need to specify the vertex x we will write ε(x, g) for ε(g). Since ε is an isomorphism
of groups, the elements ε(e) and ε(g) generate π1(G, v). Note that as a straightforward
consequence of (R1) and (R2) we have

(2.6) ε(αe(g))ε(e) = ε(e)ε(αe(g)), for each e ∈ Γ1, g ∈ Ge.

Remark 2.10. We reiterate that even though ε(e) = [v, r(e)]e[s(e), v] is not a G-word
(because there is no group element between the last edge of [v, r(e)] and e), it is a funda-
mental group element. Indeed, inside the path group, the image of the G-loop based at
v given by [v, r(e)]1e[s(e), v] is the fundamental group element represented by all of the
products

[v, r(e)]1e[s(e), v] = [v, r(e)]e[s(e), v] = [v, r(e)]T e[s(e), v]T = [v, r(e)]T1e[s(e), v]T .

Notation 2.11. For each e ∈ Γ1 with r(e) 6= v we denote by e←− the source-most edge in

[v, r(e)]T . That is, if [v, r(e)]T = e1e2 . . . en then e←− = en. By definition, e←− will always be

an edge of the tree T , and so if e 6∈ T 1 then e←− 6= e, e. In the following figure, we assume

all edges are in the tree T . In the case shown on top, we have e←− different from both e

and e, while on the bottom we have e←− = e. The case e←− = e never occurs.

e←− e

e

v

e

e←− = e

v

Examples 2.12. We describe the fundamental groups of the graphs of groups from Exam-
ples 2.3, using the version π1(G, T ), since this is given by a presentation. In both cases,
the fundamental group obtained is a standard construction in combinatorial group theory.

(E1) The only maximal subtree T of the graph Γ is T = Γ, and so in π1(G, T ) we have
e = e = 1. Thus π1(G, T ) is generated by Gx tGy, and has defining relations the
relations in Gx and in Gy, together with αe(g) = αe(g) for all g ∈ Ge. Hence the
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fundamental group of this edge of groups is isomorphic to the free product of Gx

and Gy amalgamated over Ge. That is,

π1(G) ∼= Gx ∗Ge Gy.

(E2) The only maximal subtree T of the graph Γ is T = {x}, and so this time e is
nontrivial in π1(G, T ). The group π1(G, T ) is generated by {e, e} t Gx, and has
defining relations the relations in Gx, together with e = e−1 and eαe(g)e−1 = αe(g)
for all g ∈ Ge. Hence the fundamental group of this loop of groups is isomorphic
to the corresponding HNN extension of Gx. That is,

π1(G) ∼= Gx ∗Ge .

In the next definition, we will give the vertex and edge sets of a certain graph. By
Theorem 1.17 of [7], this graph is actually a tree, so the following terminology is justified.

Definition 2.13. Let G = (Γ, G) be a graph of groups, and choose a base vertex v ∈ Γ0.
The Bass–Serre tree XG,v of the graph of groups G, also known as its universal cover, has
vertex set

X0
G,v =

⊔
x∈Γ0

π[v, x]/Gx = {γGx | γ ∈ π[v, x], x ∈ Γ0}.

For γ ∈ π[v, x] and γ′ ∈ π[v, x′], there is an edge f ∈ X1
G,v with r(f) = γGx and

s(f) = γ′Gx′ if and only if γ−1γ′ ∈ GxeGx′ , where e ∈ Γ1 with r(e) = x and s(e) = x′.

As discussed in Remark 1.18 of [7], the Bass–Serre tree XG,v is the tree associated to
the inverse system

(2.7) vG0 q1←− vG1 q2←− . . .
qn−1←− vGn−1 qn←− vGn qn+1←− . . . ,

where for each n > 0 the function qn : vGn → vGn−1 is given by qn(g1e1g2e2 . . . gnen) =
g1e1g2e2 . . . gn−1en−1. In the identification of this inverse system with the tree XG,v, the set
vG0 corresponds to the base vertex 1Gv of XG,v, and for n > 0 the set vGn corresponds to
the vertices of XG,v at distance n from 1Gv. Thus each vertex at distance n > 0 from 1Gv

has a unique representative G-path of the form g1e1g2e2 . . . gnen where r(e1) = v. With
this description, it is easy to verify that the graph of groups G is locally finite (respec-
tively, nonsingular) if and only if the Bass–Serre tree XG,v is locally finite (respectively,
nonsingular).

Examples 2.14. We describe the Bass–Serre trees of the graphs of groups from Exam-
ples 2.3, using the inverse system (2.7).

(E1) Choose v = x. Let nx = [Gx : αe(Ge)] and ny = [Gy : αe(Ge)], so that the
transversals Σe and Σe have respectively nx and ny elements. Since G is locally
finite and nonsingular, we have 1 < nx, ny < ∞. We have |vG1| = |{ge : g ∈
Σe}| = nx, and so the base vertex 1Gv of XG,v has valence nx. For geg2e2 ∈ xG2

we must have e2 = e and g2 6= 1y, and so there are ny−1 choices for g2. Thus each
vertex in vG1 is the range of one edge with source 1Gv, and ny − 1 other edges,
and so each vertex in vG1 has valence ny. Continuing in this way, we see that the
vertices in vGk have valence nx or ny as k is odd or even, respectively, and so the
vertices in the tree XG,v alternate between having valence nx and valence ny. That
is, XG,v is the (nx, ny)-biregular tree.
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(E2) The only possible base vertex is v = x. Let me = [Gx : αe(Ge)] and me = [Gx :
αe(Ge)], so that the transversals Σe and Σe have respectively me and me elements.
Since G is locally finite, we have 1 ≤ me,me < ∞. We have |vG1| = |{ge : g ∈
Σe} ∪ {ge : g ∈ Σe}| = me + me, and so the base vertex 1Gv of XG,v has valence
m := me +me. For geg2e2 ∈ vG2, there are me choices for g2 when e2 = e, and me

choices for g2 when e2 = e. So each vertex of the form ge ∈ vG1 is the range of one
edge with source 1Gv, and me + (me − 1) other edges; that is, it has valence m.
A similar argument shows that every vertex of the form ge ∈ vG2 also has valence
m. Continuing with the same reasoning, we see that every vertex in the tree XG,v
has valence m, and so XG,v is the m-regular tree.

The fundamental group π1(G, v) acts on the Bass–Serre tree XG,v as follows. Let γ ∈
π1(G, v) = π[v, v]. Then for all γ′ ∈ π[v, x], we have γγ′ ∈ π[v, x]. Hence there is a natural
left action of π1(G, v) on the vertex set of XG,v. Explicitly, γ · γ′Gx = γγ′Gx. It can be
verified that this action extends to an action on the edges of the tree XG,v.

Remark 2.15. In terms of the inverse system (2.7), the action of π1(G, v) on XG,v is more
difficult to describe explicitly. Let γ ∈ π1(G, v) be nontrivial. Then γ is represented by a
unique reduced G-loop g1 or g1e1g2e2 . . . gmemgm+1 based at v.

We first consider the action on vG0, which we identify with the base vertex 1Gv of XG,v.
If γ is represented by g1 ∈ Gv then γ · 1Gv = g1Gv = 1Gv so γ fixes 1Gv. Otherwise,

γ · 1Gv = g1e1g2e2 . . . gmemgm+1Gv = g1e1g2e2 . . . gmemGv

since gm+1 ∈ Gv, and so γ takes the base vertex 1Gv to the vertex g1e1g2e2 . . . gmem ∈ vGm.
For n > 0, let g′1e

′
1g
′
2e
′
2 . . . g

′
ne
′
n ∈ vGn. The concatenation

g1g
′
1e
′
1g
′
2e
′
2 . . . g

′
ne
′
n or g1e1g2e2 . . . gmemgm+1g

′
1e
′
1g
′
2e
′
2 . . . g

′
ne
′
n

will not in general be a G-path, but by repeated application of relations in the vertex
groups of G together with relations (R1) and (R2), it can be transformed into a reduced
G-word of the form

g′′1 or g′′1e
′′
1 . . . g

′′
ke
′′
k or g′′1e

′′
1 . . . g

′′
ke
′′
kg
′′
k+1,

with range v. For the case of a single group element g′′1 , we take the G-path 1v ∈ vG0. A
word of the form g′′1e

′′
1 . . . g

′′
ke
′′
k is already a G-path and so is in vGk. In the remaining case,

we remove the final group element g′′k+1 to obtain an element of vGk. Hence in all cases
the image can be determined.

If we change base vertex from v ∈ Γ0 to v′ ∈ Γ0, then there is a (π1(G, v), π1(G, v′))-
equivariant isomorphism of Bass–Serre trees XG,v → XG,v′ (see 1.22 of [7]). When the
base vertex v is clear, we may just write XG for the Bass–Serre tree.

We conclude this section with a theorem sometimes known as the Fundamental Theorem
of Bass–Serre Theory. Roughly speaking, this states that graphs of groups encode group
actions on trees. This theorem is important for the later sections of this paper when
we wish to compare dynamical properties of the boundary action with combinatorial
properties of the corresponding graph of groups. We do not define all of the terms in this
result, and refer the reader to [7]. We do however explain how a group acting on a tree
induces a graph of groups. The action of a group G on a tree X is said to be without
inversions if ge 6= e, for all g ∈ G and e ∈ X1. (Note that this is a mild restriction, because
an action always induces an action without inversion on a tree obtained by subdividing
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edges of the original tree.) If G acts on X without inversions, then there is a well-defined
quotient graph Γ := G\X, and the G-action induces a graph of groups G = (G,Γ) as
follows. Let p : X → G\X be the natural projection. For each x ∈ Γ0 choose an
element x′ ∈ p−1(x), and for each e ∈ Γ1 choose an element e′ ∈ p−1(e). Then define the
vertex group Gx to be StabG(x′), the stabiliser in G of x′, and the edge group Ge to be
StabG(e′). For e ∈ Γ1, the monomorphism αe is defined as follows. Suppose r(e) = x.
Then by definition of the quotient map, there is g = ge′,x′ ∈ G so that g · r(e′) = x′. Now
if a group element fixes the edge e′ it fixes the vertex r(e′), so

gGeg
−1 = g StabG(e′)g−1 ≤ g StabG(r(e′))g−1 = StabG(x′) = Gx = Gr(e),

and we may define αe : Ge → Gr(e) by h 7→ ghg−1.

Theorem 2.16. Let G = (Γ, G) be a graph of groups, and choose a base vertex v ∈ Γ0.
Then the action of the fundamental group π1(G, v) on the Bass–Serre tree XG,v induces a
graph of groups isomorphic to G. Conversely, if G is a group acting without inversions
on a tree X with quotient graph Γ = G\X, and G = (Γ, G) is a graph of groups induced
by this action, then for all v ∈ Γ0 there is an isomorphism of groups π1(G, v) ∼= G and an
equivariant isomorphism of trees XG,v ∼= X.

Remark 2.17. As mentioned in the introduction, one key application of graphs of groups
is to the study of lattices in automorphism groups of trees (a reference for this theory
is [9]). Recall that if G is a locally compact group, a lattice in G is a discrete subgroup
Λ < G so that G/Λ admits a G-invariant measure of finite volume. A lattice Λ < G is
uniform if G/Λ is compact, and otherwise is nonuniform.

Now let T be a locally finite tree. Then its automorphism group Aut(T ) is naturally a
locally compact group, when equipped with the compact-open topology. In this topology,
if Λ is a subgroup of Aut(T ) then Λ is discrete if and only if Λ acts on T with finite vertex
stabilisers, Λ is a uniform lattice in Aut(T ) if and only if Λ is discrete and the quotient
graph Λ\T is finite, and Λ is a nonuniform lattice in Aut(T ) if and only if Λ is discrete,
the quotient graph Λ\T is infinite, and the series Σ 1

|Λv | converges, where this sum is taken

over a set of representatives of the Λ-orbits on T 0 (see Chapter 1 of [9]). Converting these
to statements about a graph of groups, say GΛ = (Γ, G), induced by the Λ-action, we
see that Λ is discrete exactly when GΛ is a graph of finite groups, Λ is a uniform lattice
exactly when GΛ is a finite graph of finite groups, and Λ is a nonuniform lattice exactly
when GΛ is an infinite graph of finite groups such that the series Σ 1

|Gx| converges, where x

now runs over all vertices of Γ = Λ\T . The tree T is said to be a uniform tree if Aut(T )
admits at least one uniform lattice, which is equivalent to T being the Bass–Serre tree for
some finite graph of finite groups.

2.3. Boundaries of trees. We first give general definitions concerning boundaries of
trees, then discuss in Section 2.3.1 the situation where the tree X is the Bass–Serre tree
for a graph of groups G.

Let X be a locally finite, nonsingular tree, and choose a base vertex x ∈ X0. We now
allow infinite paths, and so a path in X is either a finite path of length n ≥ 0 as defined
in Section 2.1, or an infinite sequence of edges e1e2 . . . such that s(ei) = r(ei+1) for i ≥ 1;
this path is reduced if ei+1 6= ei for all i ≥ 1, and it has range r(e1). We let |α| denote the
length of a finite reduced path α, and for n ≥ 0 write xXn for the set of reduced paths of
length n with range x (thus xX0 = {x}). Since X is locally finite, the set xXn is finite
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for each n. We denote by xX∗ the set of all finite reduced paths in X with range x, that
is, xX∗ = ∪∞n=0 xX

n.

Definition 2.18. The boundary (from x) of X is the set of infinite reduced paths with
range x, and is denoted x∂X.

For a finite reduced path µ ∈ xX∗, we define the cylinder set Z(µ) to be the elements
of x∂X that extend µ. Since X is nonsingular, the set Z(µ) is nonempty for all such µ.
The collection {Z(µ) : µ ∈ xX∗} is a base for a totally disconnected compact Hausdorff
topology on x∂X, coinciding with the cone topology as described below.

Remark 2.19. As we now explain, Definition 2.18 of the boundary of the tree X is con-
sistent with the definition of the visual boundary of a tree in geometric group theory.
We follow Chapter II.8 of the reference [12], which considers the more general setting of
CAT(0) spaces. Equip the tree X with its usual metric d, in which each edge has length
one. A geodesic ray is then a map c : [0,∞)→ X such that for all 0 < t, t′ <∞, we have
|t − t′| = d(c(t), c(t′)). Two geodesic rays c, c′ are said to be equivalent if the function
t 7→ d(c(t), c′(t)) is bounded. Note that since X is a tree, geodesic rays c and c′ are
equivalent if and only if their images eventually coincide.

The visual boundary of X, often denoted ∂∞X or just ∂X, is the set of equivalence
classes of geodesic rays. The visual boundary is sometimes also called the ideal boundary
or Gromov boundary, and it coincides with the set of ends of the tree. If c is a geodesic
ray we write c(∞) for the boundary point that it represents. It is a basic result that
given any ξ ∈ ∂∞X, and any base vertex x ∈ X0, there is a unique geodesic ray c such
that c(0) = x and c(∞) = ξ. That is, for all x ∈ X0, every point on the boundary is
represented by a unique geodesic ray from x.

The visual boundary ∂∞X can be equipped with the cone topology. In this topology, if
ξ ∈ ∂∞X is represented by the geodesic ray c with c(0) = x, a basic neighbourhood of ξ
has the form:

U(ξ, n) := {ξ′ ∈ ∂∞X | ξ′ = c′(∞) for a geodesic ray c′ such that c|[0,n] = c′|[0,n]},
where n ∈ N.

2.3.1. The boundary of the Bass–Serre tree. We now consider the special case that the tree
X is the Bass–Serre tree XG,v for a locally finite, nonsingular graph of groups G = (Γ, G).
For each n, the set of reduced paths (1Gv)X

n
G,v of length n which have range its base

vertex 1Gv can be identified with the set of G-paths vGn. We can then further identify
the boundary (1Gv)∂XG,v with the set of infinite reduced G-words with range v, which is
the set of all infinite sequences g1e1g2e2 . . . such that each initial finite subsequence of the
form g1e1 . . . gnen is an element of vGn. (More generally, an infinite reduced G-word is an
infinite sequence g1e1g2e2 . . . such that each initial finite subsequence g1e1 . . . gnen is in G∗.
The range map r extends to infinite reduced words in the obvious way: r(g1e1g2e2 . . . ) :=
r(e1).)

The action of the fundamental group π1(G, v) on the tree XG,v can be described via the
sets vGn (see Remark 2.15). Note that this action does not in general fix the base vertex
vX0, since the stabiliser of 1Gv is the vertex group Gv of the graph of groups G, and Gv

is in general a proper subgroup of π1(G, v). Hence this action does not in general take an
element of vGn to an element of vGn. However, as we now describe, there is an induced
action of π1(G, v) on the boundary (1Gv)∂XG,v.
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Let γ be a nontrivial element of π1(G, v) and let ξ ∈ (1Gv)∂XG,v. Then γ is represented
by a unique reduced G-loop based at v, and ξ corresponds to a unique infinite reduced
G-path with range v. The infinite G-word consisting of the concatenation of the reduced
G-loop γ with the reduced G-path ξ will still have range v, but will not in general be
reduced. However by possibly infinitely many applications of the relations in the vertex
groups of G and relations (R1) and (R2), this concatenation can be transformed into
an infinite reduced G-path with range v, say ξ′. It can be verified that this procedure
of concatenation and then reduction taking ξ to ξ′ does indeed define an action of the
group π1(G, v) on the set (1Gv)∂XG,v. Moreover, the image of a cylinder set Z(µ) under
this action is a union of cylinder sets, and so the fundamental group π1(G, v) acts on the
boundary (1Gv)∂XG,v by homeomorphisms.

Standing Notation. From here on we denote the boundary of the Bass–Serre tree dis-
cussed above by v∂XG. In most cases we do not use any special notation to denote the
action of fundamental group elements on boundary points or cylinder sets; for instance,
the action of γ ∈ π1(G, v) on ξ ∈ v∂XG is denoted γξ, and the action of γ on a cylinder
set Z(µ) is denoted γZ(µ).

2.4. The fundamental groupoid. It will be very useful to extend the notions described
above by considering the fundamental groupoid of G, which we denote F (G). The groupoid
approach will simplify calculations involving the action of π1(G) on v∂XG. (See [24] for
the fundamental groupoid of a graph of groups, and also [38] for the general theory of
groupoids).

The fundamental groupoid F (G) is given by generators and relations as follows. The
generating set is the same as for the path group π(G) of Definition 2.5. The relations
are the same as for π(G) except that relation (R1) is omitted. The objects are identified
with Γ0 as F (G)0 = {1x : x ∈ Γ0}. For x ∈ Γ0 the range and source maps on Gx are
given by r(Gx) = x = s(Gx). It follows from (R2) that ee = 1r(e), so that e and e are
inverse elements in the sense of groupoids. The theorem of [24] implies that F (G) may
be identified with the set of all reduced G-words; in fact a reduced G-word is precisely
what is termed the normal form of an element of the fundamental groupoid in [24]. The
isotropy at x ∈ Γ0 is π1(G, x), that is, the group of all reduced G-words with source and
range equal to x.

For x, y ∈ Γ0, the collection of cosets xF (G)y/Gy may be identified with the set of all
G-paths having range x and source y. We define the set WG and its subset xWG as follows:

WG :=
⊔

x,y∈Γ0

xF (G)y/Gy and xWG =
⊔
y∈Γ0

xF (G)y/Gy.

Then xWG may be identified with the set of all G-paths with range x, and so xWG may
be identified with the Bass–Serre tree based at x, as given in Definition 2.13. The set WG
is then a bundle of trees, i.e. a forest, fibred over Γ0.

The boundary of the tree xWG will be denoted x∂WG, and it may be identified with the
set of all infinite reduced G-paths having range x. We let ∂WG denote the disjoint union
of the boundaries of the trees in the forest WG, that is, ∂WG =

⊔
x∈Γ0 x∂WG. Then ∂WG

is a locally compact Hausdorff space, and is compact if and only if Γ0 is finite.
Now the fundamental groupoid F (G) acts on the bundle of trees WG, and hence also acts

on ∂WG (cf. [30], p. 912). The action is written the same as just before Remark 2.15, that
is, γ · γ′Gx = γγ′Gx, but γ and γ′ are now any reduced G-words such that s(γ) = r(γ′).
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Since the range map r : ∂WG → F (G)0 is continuous and open, the fibred product
groupoid F (G) ∗ ∂WG (see [33] for details) is again a Hausdorff étale groupoid, with unit
space ∂WG.

We use the following lemma concerning the action of F (G) on ∂WG.

Lemma 2.20. Let e, f ∈ Γ1 with s(f) = r(e) and let g ∈ Σr(e) and h ∈ Σr(f). Let µ be
any G-path with range s(e).

(1) If ge 6= 1f , then hfZ(geµ) = Z(hfgeµ).
(2) If |µ| ≥ 1, then 1eZ(1eµ) = Z(µ).
(3) 1eZ(1e) = r(e)∂WG \ Z(1e).
(4) If f 6= e, then hf1eZ(1e) = r(f)∂WG \ Z(hf1e).

Proof. Parts (1) and (2) are clear. For part (3), note that an infinite G-path in Z(1e)
has the form ξ = 1eg′e′ . . . with the only restriction being g′e′ 6= 1e. Thus removing the
initial 1e from such ξ leaves all infinite G-paths in s(e)∂WG not beginning with 1e, i.e.
the paths in r(e)∂WG \ Z(1e). Part (4) follows from (3) and the fact that pre-appending
hf to reduced infinite G-paths in s(f)∂WG is a bijection. �

We now prove a lemma making explicit how the generators of π1(G, v) act on certain
cylinder sets in v∂XG. Note that v∂XG and v∂WG denote the same space. The generators
ε(x, g) and ε(e) in the following result are as defined in Notation 2.9 above, using a (fixed)
choice of a maximal tree T in Γ.

Lemma 2.21. Let v, x ∈ Γ0, g ∈ Gx and e ∈ Γ1.

(1) If µ is a G-path with r(µ) = x and |µ| ≥ 1, then

ε(x, g)Z([v, x]µ) = Z([v, x]gµ).

(2) If x 6= v let f be the rangemost edge of [x, v]. (Thus f is the unique edge in Γ1

such that r(f) = x and f←− = f .) Then

ε(x, g)Z([v, x]) =


Z([v, x]gf)c if x 6= v and g /∈ αf (Gf )

Z([v, x]) if x 6= v and g ∈ αf (Gf )

v∂WG, if x = v.

(3) If µ is a G-path with r(µ) = s(e), |µ| ≥ 1 and µ 6= 1e, then

ε(e)Z([v, s(e)]µ) = Z([v, s(e)]1eµ).

(4) If e ∈ T 1 then

ε(e)Z([v, s(e)]1e) = Z([v, s(e)]1e) = Z([v, r(e)].

If e /∈ T 1 then
ε(e)Z([v, s(e)]1e) = Z([v, r(e)]1e)c.

(5) If e ∈ T 1 or s(e) = v then

ε(e)Z([v, s(e)]) = Z([v, s(e)]).

If e /∈ T 1 and s(e) 6= v then

ε(e)Z([v, s(e)]) = Z([v, r(e)]1e1f)c,

where f ∈ Γ1 is defined by f = (e)
←−

.
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Proof. Part (1) follows from Lemma 2.20(1). For part (2), first suppose that x 6= v, and
let f be as in the statement. In the fundamental groupoid we compute

[v, x]g[x, v]Z([v, x]) = [v, x]gf [s(f), v]Z([v, s(f)]1f)

= [v, x]gfZ(1f), by Lemma 2.20(1),

= [v, x]g (r(f)∂WG \ Z(1f)) , by Lemma 2.20(3).

If g 6∈ αf (Gf ), then this equals Z([v, x]gf)c, by Lemma 2.20(4), while if g ∈ αf (Gf ) we
have

[v, x](r(f)∂WG \ Z(1f)) = [v, s(f)]1f(r(f)∂WG \ Z(1f))

= [v, s(f)]Z(1f), by Lemma 2.20(3),

= Z([v, s(f)]1f)

= Z([v, r(f)]).

If x = v then Z([v, x]) = Z([v, v]) = v∂WG. Since ε(v, g) is a homeomorphism of v∂WG,
we have that ε(v, g)Z([v, v]) = v∂WG. For part (3), we have

[v, r(e)]1e[s(e), v]Z([v, s(e)]µ) = [v, r(e)]1eZ(µ) = Z([v, r(e)]1eµ)

by Lemma 2.20(2) then 2.20(1).
For part (4), if e ∈ T 1 then ε(e) is trivial, and

ε(e)Z([v, s(e)]1e) = Z([v, s(e)]1e) = Z([v, r(e)])

as required. If e 6∈ T 1, then

[v, r(e)]1e[s(e), v]Z([v, s(e)]1e) = [v, r(e)]1eZ(1e)

= [v, r(e)](r(e)∂WGG \ Z(1e)), by Lemma 2.20(3),

= Z([v, r(e)]1e)c, by Lemma 2.20(1).

For part (5), the result is immediate if e ∈ T 1. Now assume that e 6∈ T 1. If s(e) = v,
then [v, s(e)] = v and so Z([v, s(e)]) = v∂WG. Since ε(e) ∈ π1(G, v) acts homeomorphi-
cally on this space, we get

[v, r(e)]1e[s(e), v]Z([v, s(e)]) = v∂WG = Z([v, s(e)]).

If s(e) 6= v, then defining f by f = (e)
←−

, we have [v, s(e)] = [v, s(f)]1f . Then

[v, r(e)]1e[s(e), v]Z([v, s(e)]) = [v, r(e)]1e1f [s(f), v]Z([v, s(f)]1f)

= [v, r(e)]1e(s(e)∂WG \ Z(1f))

= Z([v, r(e)]1e1f)c. �

2.5. C∗-algebra background. We present some facts from C∗-algebra theory that are
essential for the results in the paper. We mention references for more details.
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2.5.1. Bounded linear operators on Hilbert space. C∗-algebras are the abstract character-
isation of norm-closed self-adjoint subalgebras of B(H), the algebra of all bounded linear
operators on a complex Hilbert space H. Here “self-adjoint” means “closed under the
operator adjoint T 7→ T ∗”. Thus a C∗-algebra is a complete normed algebra equipped
with an involution, whose norm satisfies ‖x∗x‖ = ‖x‖2. The beginning of the subject
is the proof that this identity does in fact characterise closed self-adjoint subalgebras of
B(H). A homomorphism in the category of C∗-algebras is an algebra homomorphism
that preserves the involution. It is a fact that a nonzero homomorphism is a bounded
map of norm one.

Certain types of operators in B(H) can be characterised generally in C∗-algebras. A
unitary element satisfies u∗u = uu∗ = 1 and an isometry satisfies s∗s = 1 (only possible in
unital C∗-algebras). A projection satisfies p2 = p = p∗. A partial isometry is an element
s such that s∗s is a projection. If s is a partial isometry then so is s∗. The projections
s∗s and ss∗ are called the initial and final projections of s. A partial unitary is a partial
isometry whose initial and final projections are equal; thus a partial unitary u in a C∗-
algebra A is a unitary in the corner algebra pAp, where p := u∗u. Details about such
elements can be read in [37].

2.5.2. Fundamental examples. Two fundamental examples of C∗-algebras are the algebra
K(H) of compact operators on a Hilbert space H, and the algebra C0(X) of continuous
complex-valued functions vanishing at infinity on a locally compact Hausdorff space X.
We briefly discuss these examples.

The algebra of compact operators may be defined as the norm closure of the algebra of
finite-rank operators on H. It is a simple C∗-algebra, in that it has no nontrivial closed 2-
sided ideals. The algebra K(H) is determined up to isomorphism solely by the dimension
of H, i.e. the cardinality of an orthonormal basis. In this paper we will consider only
(topologically) separable C∗-algebras. The algebra K(H) is separable if and only if H is
separable, i.e. if and only if H has a countable orthonormal basis. We will write K for
the algebra of compact operators on a separable infinite dimensional Hilbert space.

It is useful to realise K as the inductive limit of finite-dimensional matrix algebras
Mn(C). For any C∗-algebra A, the tensor product A ⊗ K is then the inductive limit of
matrix algebras Mn(A) over A. The algebra A ⊗ K is called the stabilisation of A. Two
C∗-algebras are called stably isomorphic if their stabilisations are isomorphic. Stably
isomorphic C∗-algebras have many properties in common (some to be described below),
such as simplicity, nuclearity, pure infiniteness, and isomorphic K-theory. We will use
these facts freely throughout the paper.

The algebra C0(X) is a C∗-algebra when equipped with the supremum norm, and with
involution given by pointwise complex conjugation. These are precisely the commutative
C∗-algebras. The algebra C0(X) is a unital algebra if and only if X is compact.

2.5.3. Crossed products. Let Λ be a discrete group, A a unital C∗-algebra, and α : Λ →
Aut(A) a group homomorphism; that is, an action of Λ on A. The triple (A,Λ, α) is
referred to as a C∗-dynamical system. A covariant representation of a C∗-dynamical
system (A,Λ, α) in a unital C∗-algebra B consists of a unital ∗-homomorphism jA : A→ B
and a group homomorphism jΛ : Λ→ U(B) such that

jΛ(t)jA(x)jΛ(t−1) = jA(αt(x)), for all t ∈ Λ and x ∈ A.
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(Here, U(B) is the group of unitary elements of B.) A covariant representation (iA, iΛ) in
a C∗-algebra C is universal if for every covariant representation (jA, jΛ) in a C∗-algebra
B, there is a unique homomorphism π : C → B such that π◦ iB = jB and π◦ iΛ = jΛ. It is
a fundamental result that a universal covariant representation exists, and is unique. We
denote this unique covariant representation by (iA, iΛ). The C∗-algebra C is generated as
a C∗-algebra by iA(A)∪ iΛ(Λ), is denoted Aoα Λ, and is called the (full) crossed product
of A by (the action α of) Λ.

There is a related construction called the reduced crossed product, which is denoted
A oα,r Λ. Let π0 : A → B(H0) be an injective unital homomorphism, for some Hilbert
space H0. Let H = `2(Λ)⊗H0, and define a covariant pair jA, jΛ in B(H) by

jA(x)(δt ⊗ η) = δt ⊗ π0(αt−1(x))η and jΛ(s)(δt ⊗ η) = δst ⊗ η,
where {δt : t ∈ Λ} is the standard orthonormal basis for `2(Λ). It is easily checked that
this is a covariant pair. The reduced crossed product is defined to be the C∗-subalgebra of
B(H) generated by jA(A)∪ jΛ(Λ); it is independent of the choice of π0. By the universal
property, there is a surjective homomorphism π : Aoα Λ→ Aoα,r Λ. It is known that if
Λ is an amenable group then π is an isomorphism. There is a notion of amenability for
actions of groups on C∗-algebras; amenable groups always act amenably, but nonamenable
groups may have some amenable actions. It is a theorem that if the action is amenable
then π is an isomorphism (see [2]).

Examples of crossed products come from actions on compact Hausdorff spaces X. Ac-
tions on C(X) correspond to actions on X: if φ : Λ → Homeo(X) is a homomorphism,
then there is an action α : Λ→ Aut(A) given by αt(f) = f ◦ φt−1 . It is known that if X
is second countable and Λ is countable, then the crossed product C(X)oα Λ is separable.

2.5.4. Other important properties. There are several other properties that a C∗-algebra
might have that are important for our results, but are more subtle. We refer to [14],
[11], and [41] for details. Nuclearity is the analogue of amenability for C∗-algebras. We
will not define it here, but we mention that the class of nuclear C∗-algebras contains
all commutative C∗-algebras and finite dimensional C∗-algebras, and is closed under the
formation of ideals, quotients, extensions, tensor products, inductive limits, and crossed
products by amenable actions. Pure infiniteness is an example of the high degree of
infiniteness possible in C∗-algebras. We give one of many equivalent formulations for the
case of simple algebras. A simple C∗-algebra is purely infinite if for any nonzero elements
a, b there are elements x, y such that b = xay. A more esoteric property is referred to
as UCT, for Universal Coefficient Theorem. It is an open question whether all nuclear
C∗-algebras satisfy the UCT. It is known that if a countable group acts amenably on a
commutative C∗-algebra then the crossed product algebra satisfies the UCT (see [45]).

The combination of these properties has a striking consequence, the Kirchberg–Phillips
classification theorem. A simple separable nuclear purely infinite C∗-algebra is called a
Kirchberg algebra. The theorem states that Kirchberg algebras satisfying the UCT are
classifed up to stable isomorphism by their K-theory (see [41]).

3. The graph of groups C∗-algebra

We now introduce our main object of study, the graph of groups C∗-algebra C∗(G). In
Section 3.1, we define a family of partial isometries and partial unitaries called a G-family,
and use this family to define C∗(G). Then in Section 3.2 we identify a natural directed
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graph whose associated directed graph C∗-algebra sits faithfully inside C∗(G). We show
that when the edge groups are trivial these algebras are equal, and use this result to
see that C∗(G) recovers some known classes of C∗-algebras. We conclude with examples
where C∗(G) is strictly larger than the associated directed graph algebra.

3.1. G-families and the graph of groups C∗-algebra. We begin with the definition
of a G-family, then define the graph of groups C∗-algebra C∗(G). In Remark 3.2 we build
a concrete G-family.

Standing Assumption. Throughout the rest of this paper we will consider locally finite
nonsingular graphs of groups G = (Γ, G) in which Gx is countable for each x ∈ Γ0. We
refer to a graph of groups with countable vertex groups as a graph of countable groups.

Definition 3.1. For each e ∈ Γ1, choose a transversal Σe for Gr(e)/αe(Ge) so that 1 ∈ Σe.
A (G,Σ)-family is a collection of partial isometries Se for each e ∈ Γ1 and representations
g 7→ Ux,g of Gx by partial unitaries for each x ∈ Γ0 satisfying the relations:

(G1) Ux,1Uy,1 = 0 for each x, y ∈ Γ0 with x 6= y;
(G2) Ur(e),αe(g)Se = SeUs(e),αe(g) for each e ∈ Γ1 and g ∈ Ge;
(G3) Us(e),1 = S∗eSe + SeS

∗
e for each e ∈ Γ1; and

(G4)

S∗eSe =
∑

r(f)=s(e), h∈Σf
hf 6=1e

Us(e),hSfS
∗
fU
∗
s(e),h

for each e ∈ Γ1.

Relation (G1) ensures that the representations of the vertex groups are mutually or-
thogonal. Relation (G2) is an analogue of the path group relation (R2). Relations (G3)
and (G4) ensure that each collection {Ux,hSf : hf ∈ xG1} consists of partial isometries
with mutually orthogonal range projections. We also emphasise that (G3) implies that
SeSe = 0 for all edges e ∈ Γ1. This comes despite s(e) = r(e), which will feel foreign to
those used to Cuntz–Krieger families of directed graphs.

Remark 3.2. Relation (G4) is independent of the choice of transversals. Given a second
choice of transversals {Σ′e : e ∈ Γ1}, edges e, f ∈ Γ1 with r(f) = s(e), and h′ ∈ Σ′f , we
write h′ = hαf (g) for some h ∈ Σf and g ∈ Gf . Then (G2) gives

Us(e),h′SfS
∗
fU
∗
s(e),h′ = Us(e),hUs(e),αf (g)SfS

∗
fU
∗
s(e),αf (g)U

∗
s(e),h

= Us(e),hSfUs(e),αf (g)U
∗
s(e),αf (g)S

∗
fU
∗
s(e),h

= Us(e),hSfS
∗
fU
∗
s(e),h.

We see that (G4) is satisfied for one choice of transversals exactly when it is satisfied for
all choices.

Given Remark 3.2, from now on we call a family of partial isometries and partial
unitaries as in Definition 3.1 a G-family. We can now define the graph of groups algebra.

Definition 3.3. Let G = (G,Γ) be a locally finite nonsingular graph of countable groups.
The graph of groups algebra C∗(G) is the universal C∗-algebra generated by a G-family,
in the sense that C∗(G) is generated by a G-family {ux, se : x ∈ Γ0, e ∈ Γ1} such that if
B is a C∗-algebra, and if {Ux, Se : x ∈ Γ0, e ∈ Γ1} is a G-family in B, there is a unique
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∗-homomorphism from C∗(G) to B such that ux 7→ Ux and se 7→ Se. (We refer to [10] for
the existence and uniqueness of C∗(G).)

Remark 3.4. We can use the regular representations of the fundamental transformation
groupoid F (G) ∗ ∂WG as discussed in Section 2.4 to build a concrete G-family. Let v ∈ Γ0

and let ξ ∈ v∂WG. Put Hξ = `2(F (G)ξ) and for γ ∈ F (G) let δγξ be the point-mass
function. We define a G-family in B(Hξ) by, for each γ ∈ F (G), e ∈ Γ1, x ∈ Γ0 and
g ∈ Gx, defining

Seδγξ =

{
δ1eγξ if γξ ∈ s(e)∂WG \ Z(1e)

0 otherwise,

Ux,gδγξ =

{
δgγξ if r(γ) = x

0 otherwise.

We verify that this is indeed a G-family. First, it follows immediately from the above
formula for Ux,g that (G1) holds. Next note that

S∗eδγξ =

{
δξ′ if γξ = 1eξ′ for some ξ′ ∈ s(e)∂WG \ Z(1e)

0 if r(γ) 6= r(e), or γξ ∈ Z(1e).

It follows easily that SeS
∗
e is the projection onto span{δγξ : γξ ∈ Z(1e)}. Observe that

Ux,1 is the projection onto span{δγξ : r(γ) = x}, and hence S∗eSe = Ux,1−SeS∗e . Therefore
(G3) holds.

Next we note that Ur(e),αe(g)Seδγξ 6= 0 if and only if γξ ∈ s(e)∂WG \ Z(1e), and in this
case,

Ur(e),αe(g)Seδγξ = δαe(g)eγξ = δ1eαe(g)γξ.

We also note that Us(e),αe(g)δγξ = δαe(g)γξ if and only if r(γ) = s(e). Since αe(g)γξ ∈ Z(1e)
if and only if γξ ∈ Z(1e), it follows that SeUs(e),αe(g)δγξ = 0 if and only if Ur(e),αe(g)Seδγξ =
0, and if nonzero, they are equal. Therefore (G2) holds. Finally, we see from the above
that (Ur(e),hSf )(Ur(e),hSf )

∗ is the projection onto span{δγξ : γξ ∈ Z(hf)}. Now (G4)
follows from this observation, together with (G3).

3.2. Relationship with directed graph C∗-algebras. The main result of this section
is Theorem 3.6 below, which identifies a natural directed graph built from G-paths, and
whose associated directed graph C∗-algebra sits faithfully inside C∗(G). We also provide
a class of graphs of groups for which this directed graph C∗-algebra is all of C∗(G), use
this result to see that C∗(G) recovers some previously-studied algebras, and discuss two
examples where C∗(G) is strictly larger than the associated directed graph algebra. We
refer the reader to [37, Page 6] for the Cuntz–Krieger relations (CK1) and (CK2) for a
directed graph, and to [37, Proposition 1.21] for the notion of a directed graph C∗-algebra.

We start with some notation.

Notation 3.5. Let {Ux, Se : x ∈ Γ0, e ∈ Γ1} be a G-family. For each G-path µ =
g1e1 . . . gnen we define

Sµ := Ur(e1),g1Se1 . . . Ur(en),gnSen .

Each Sµ is a partial isometry, because for each 1 < i ≤ n, the final projection of Ur(ei),giSei
is a subprojection of the initial projection of Ur(ei−1),gi−1

Sei−1
, by (G4).
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Theorem 3.6. Let G = (Γ, G) be a locally finite nonsingular graph of countable groups.
Then

EG = (E0
G := G1, E1

G := G2, rE, sE)

where sE : G2 → G1 is given by sE(g1e1g2e2) = g2e2 and rE : G2 → G1 is given by
rE(g1e1g2e2) = g1e1, is a row-finite directed graph with no sources.

Now let {pν : ν ∈ E0
G} and {tµ : µ ∈ E1

G} be the Cuntz–Krieger EG-family generating
C∗(EG). There is an embedding

φ : C∗(EG) ↪→ C∗(G)

satisfying

φ(pν) = sνs
∗
ν and φ(tµ) = sµs

∗
sE(µ),

for all ν ∈ E0
G, µ ∈ E1

G. Moreover, if Ge = {1} for each e ∈ Γ1, then φ maps onto C∗(G).

To prove the injectivity of φ we will use the gauge-invariant uniqueness theorem for
directed graph C∗-algebras [37, Proposition 2.1]. To do this we need a gauge action on
C∗(G), by which we mean a strongly continuous action by automorphisms of C∗(G) of the
one-dimensional torus T = {z ∈ C : |z| = 1}, regarded as a multiplicative locally compact
group. That there is such an action is a direct consequence of the universal definition of
C∗(G). We state this result without proof as Proposition 3.7, as it is by now a standard
argument (see the proof of [37, Proposition 2.1], for instance).

Proposition 3.7. Let G = (G,Γ) be a locally finite nonsingular graph of countable groups
and {ux, se : x ∈ Γ0, e ∈ Γ1} be the universal G-family generating C∗(G). There is a
strongly continuous action γ : T→ AutC∗(G) such that

γz(ux) = ux and γz(se) = zse for all x ∈ Γ0, e ∈ Γ1, z ∈ T.

Remark 3.8. Given a strongly continuous action σz of T by automorphisms of a C∗-algebra
A there is an associated conditional expectation φ : A → A0, where A0 is the algebra of
fixed-points of the action, defined by φ(a) =

∫
T σz(a) dz. The key properties of φ are that

it is a positive norm-one linear idempotent with range A0, and that it is faithful, in that
if φ(a∗a) = 0 then a = 0. See [14] for details.

Proof of Theorem 3.6. The directed graph EG is row-finite because G is locally finite, and
has no sources because G is nonsingular.

We now claim that the elements

Pν := sνs
∗
ν and Tµ := sµs

∗
sE(µ),

for ν ∈ E0
G, µ ∈ E1

G, satisfy relations (CK1) and (CK2) from [37, Page 6]; that is, they
form a Cuntz–Krieger EG-family in C∗(G). For each µ = g1e1g2e2 ∈ E1

G an application of
(G4) shows that s∗µsµ = s∗e2se2 . It follows that

T ∗µTµ = ssE(µ)s
∗
µsµs

∗
sE(µ) = ssE(µ)s

∗
e2
se2s

∗
sE(µ) = ssE(µ)s

∗
sE(µ) = PsE(µ),
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and so (CK1) holds. For each ν = g1e1 ∈ G1 we use (G4) to get

∑
rE(µ)=ν

TµT
∗
µ =

∑
rE(µ)=ν

sµs
∗
sE(µ)ssE(µ)s

∗
µ =

∑
rE(µ)=ν

sµs
∗
µ = sν

 ∑
ν′∈s(e1)G1
ν′ 6=1e1

sν′s
∗
ν′

 s∗ν

= sνs
∗
e1
se1sν

= sνs
∗
ν

= Pν ,

and so (CK2) holds. By the universal property of C∗(EG), the claim holds and hence we
get a homomorphism φ : C∗(EG) → C∗(G) satisfying φ(pν) = sνs

∗
ν for each ν ∈ E0

G, and
φ(tµ) = sµs

∗
sE(µ) for each µ ∈ E1

G.
To show that φ is an embedding, we use the gauge-invariant uniqueness theorem for

directed graph C∗-algebras (see [37, Theorem 2.2]). We know from Proposition 3.7 that
there is a gauge action γ of C∗(G), and it satisfies γz(Pν) = Pν for each ν ∈ E0

G, and
γz(Tµ) = zTµ for each µ ∈ E1

G. We have discussed a concrete G-family in Remark 3.4;
since in this family each projection SνS

∗
ν is nonzero, it follows that each Pν = sνs

∗
ν is

nonzero. So we can apply the gauge-invariant uniqueness theorem to see that φ is an
embedding.

For the last assertion we assume each edge group Ge is trivial, and we claim that each
se and each ux,g is in the image of φ. Let e ∈ Γ1 and g ∈ Gr(e), and we observe that for
all edges f ∈ Γ1 the transversal Σf is just the vertex group Gr(f). We then use (G4) to
get

sge = sges
∗
ese =

∑
r(f)=s(e), h∈Gs(e)

hf 6=1e

sgeshfs
∗
hf =

∑
r(f)=s(e), h∈Gs(e)

hf 6=1e

Tgehf = φ

 ∑
r(f)=s(e), h∈Gs(e)

hf 6=1e

tgehf

 .

Taking g = 1 shows that each se is in the image of φ. For each x ∈ Γ0 and g ∈ Gx we use
(G3) and (G4) to get

ux,g = ux,g

 ∑
r(f)=x
h∈Gx

shfs
∗
hf

 =
∑
r(f)=x
h∈Gx

s(gh)fs
∗
hf .

Since each s(gh)f , shf is in the image of φ, it follows that ux,g is in the image of φ. The
claim holds, and hence φ is an isomorphism onto C∗(G). �

Remark 3.9. From this point we identify C∗(EG) with the C∗-subalgebra of C∗(G) gener-
ated by {sνs∗ν : ν ∈ G1} ∪ {sµs∗sE(µ) : µ ∈ E1

G}.

Remark 3.10. We can use Theorem 3.6 to see that our graph of groups C∗-algebras recover
some known classes of C∗-algebras.

(1) When all the vertex groups are trivial, and Γ is a finite graph, the C∗-algebra
C∗(EG), and hence by Theorem 3.6 the C∗-algebra C∗(G), is the Cuntz–Krieger
algebra associated to Γ by Cornelissen, Lorscheid and Marcolli in [17].
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(2) Suppose that a groupG is the free product of finitely many finite groupsG1, . . . , Gn.
Then G is naturally the fundamental group of a locally finite nonsingular graph
of groups with trivial edge groups, as follows. Let Γ be the star graph with n+ 1
vertices x, x1, . . . , xn, and edge set {e1, . . . , en, e1, . . . , en} such that r(ei) = xi and
s(ei) = x for 1 ≤ i ≤ n. Let Gx and all edge groups be trivial and let Gxi = Gi.
Then π1(G, x) ∼= G. This construction is a special case of the graphs of groups
considered in, for example, [5]. The C∗-algebra construction is a special case of
results of [40, 43, 35].

In order to describe further examples, we will need the following lemma.

Lemma 3.11. Let G be a nonsingular locally finite graph of countable groups, and let EG
be the associated directed graph defined in the statement of Theorem 3.6. We have

C∗(EG) = span{sµs∗ν : µ, ν ∈ G∗, s(µ) = s(ν)}
and

C∗(G) = span{sµus(µ),gs
∗
ν : µ, ν ∈ G∗, s(µ) = s(ν), g ∈ Gs(µ)}.

Proof. To prove the first assertion, first let µ = ge ∈ G1. Then

sµ = ur(e),gse =
∑

r(f)=s(e), h∈Σf
hf 6=1e

ur(e),gseur(f),hsfs
∗
fu
∗
r(f),h =

∑
ν∈E1

G
sE(ν)=ge

sνs
∗
sE(ν) ∈ C∗(EG).

Now let ge, hf ∈ G1 with r(e) = r(f). By (G4) we have that sges
∗
geshfs

∗
hf = 0 if ge 6= hf ,

and hence also s∗geshf = 0 if ge 6= hf . Then by (G4) again we have s∗gesgeshf = shf .
Iterating these identities proves that for µ, ν ∈ G∗,

(3.1) s∗µsν =


sν′ if ν = µν ′ for some ν ′ ∈ G∗

s∗µ′ if µ = νµ′ for some µ′ ∈ G∗

s∗ese if µ = ν and µ = µ1se
0 otherwise.

It follows that span{sµs∗ν : µ, ν ∈ G∗, s(µ) = s(ν)} is a ∗-subalgebra of C∗(EG). Since the
generators of C∗(EG) are in {sµs∗ν : µ, ν ∈ G∗, s(µ) = s(ν)}, the first assertion holds.

For the second assertion, we first use Equation (3.1) to see that for µ1, µ2, ν1, ν2 ∈ G∗,
g1 ∈ Gs(µ1), g2 ∈ Gs(µ2) we have

sµ1us(µ1),g1s
∗
ν1
sµ2us(µ2),g2s

∗
ν2

=


sµ1us(µ1),g1sµ′2us(µ2),g2s

∗
ν2

if µ2 = ν1µ
′
2 for some µ′2 ∈ G∗

sµ1us(µ1),g1sν′1us(µ2),g2s
∗
ν2

if ν1 = µ2ν
′
1 for some ν ′1 ∈ G∗

0 otherwise.

By (G2) we have us(µ1),g1sµ′2 = sµ′′2us(µ′2),g′1
for some µ′′2 ∈ G∗ and g′1 ∈ Gs(µ′2). Then

sµ1us(µ1),g1sµ′2us(µ2),g2s
∗
ν2

= sµ1µ′′2us(µ′2),g′1g2
s∗ν2

∈ {sµus(µ),gs
∗
ν : µ, ν ∈ G∗, s(µ) = s(ν), g ∈ Gs(µ)}.

A similar calculation shows that sµ1us(µ1),g1sν′1us(µ2),g2s
∗
ν2

is in this set. It follows that
span{sµus(µ),gs

∗
ν : µ, ν ∈ G∗, s(µ) = s(ν), g ∈ Gs(µ)} is a ∗-subalgebra of C∗(G). Since the

generators of C∗(G) are in {sµus(µ),gs
∗
ν : µ, ν ∈ G∗, s(µ) = s(ν), g ∈ Gs(µ)}, the second

assertion holds. �
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In the remainder of this section we describe two examples of graphs of groups G so that
C∗(G) is strictly larger than the associated directed graph algebra C∗(EG). Example 3.12
is a loop of finite groups, and Example 3.13 is a loop of groups whose fundamental group
is a Baumslag–Solitar group. See Examples 2.3(2) above for the definition of a loop of
groups; we continue notation from this example.

Example 3.12. Let n ≥ 2 be an integer, and G the loop of groups

Ge := Z/nZZ/nZ⊕ Z/nZ =: Gx

where αe(1) = (1, 0) and αe(1) = (0, 1). (Thus in π(G) we have (1, 0)e = e(0, 1).) We let
Σe = {(0, i) : 0 ≤ i < n} and Σe = {(i, 0) : 0 ≤ i < n}.

Define u := ux,(1,0) ∈ C∗(G) and v := ux,(0,1) ∈ C∗(G). Then by Lemma 3.11, C∗(EG)
is generated by the partial isometries {uise : 0 ≤ i < n} ∪ {vise : 0 ≤ i < n}. We
claim that C∗(EG) 6= C∗(G). We prove this by showing that dist(v, C∗(EG)) = 1 (and a
similar proof works for u). For this we show that ‖v −

∑
cisµis

∗
νi
‖ ≥ 1 for every finite

sum
∑
cisµis

∗
νi
∈ C∗(EG), ci ∈ C.

Note that since v is fixed by the gauge action of C∗(G), it is fixed by the associated
conditional expectation on C∗(G) (see Remark 3.8). Since sµs

∗
ν is in the kernel of the

expectation whenever |µ| 6= |ν|, we may assume that |µi| = |νi| for all i. Now fix a finite
sum as above with |µi| = |νi| for all i. Let m be an even integer with m ≥ |µi|, |νi| for
all i. We will use the fact that if β is a G-path with |β| < m, then sβ =

∑
{sβsγs∗γ : γ ∈

Gm−|β|, βγ is reduced}. To see this, note that (G4) implies that sβ =
∑
{sβuhsfs∗fu∗h :

hf 6= 1e}, where e is the sourcemost edge of β. This proves the fact if m− |β| = 1, and
the general case follows by induction.

Now if |µ| = |ν| < m and s(µ) = s(ν), we have

sµs
∗
ν =

∑
β1,β2∈s(µ)Gm−|ν|

sµsβ1s
∗
β1
sβ2s

∗
β2
s∗ν =

∑
β∈s(µ)Gm−|ν|

sµβs
∗
νβ,

since s∗β1sβ2 = 0 if β1 6= β2. (This follows since (G4) also implies that (uhsf )
∗(uh′sf ′) = 0

if (h, f) 6= (h′, f ′).) Applying this to all µi and νi, we may assume that |µi| = |νi| = m
for all i.

Let ξ ∈ Z(((1, 0)e(0, 1)e)m/2(0, 0)e), Hξ = `2(F (G)ξ), and U , V , Se, Se be the G-family
in B(Hξ) defined in Remark 3.4. Since ‖v −

∑
cisµis

∗
νi
‖ ≥ ‖V −

∑
ciSµiS

∗
νi
‖, it suffices

to estimate the difference with this G-family. Note that

(0, 1) · (1, 0)e(0, 1)e = (1, 0)(0, 1)e(0, 1)e

= (1, 0)e(1, 0)(0, 1)e

= (1, 0)e(0, 1)(1, 0)e

= (1, 0)e(0, 1)e(0, 1).

Therefore (0, 1)ξ ∈ Z(((1, 0)e(0, 1)e)m/2(0, 1)e). We also have

S∗νiδξ =

{
δξ′ if νi = ((1, 0)e(0, 1)e)m/2

0 if νi 6= ((1, 0)e(0, 1)e)m/2,
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for some ξ′ ∈ Z((0, 0)e). Therefore

SµiS
∗
νi
δξ =

{
δξ′′ if νi = ((1, 0)e(0, 1)e)m/2 and the sourcemost edge of µi is e

0 otherwise,

for some ξ′′ ∈ Z(β1e), where β ∈ Gn with sourcemost edge not equal to e. In all cases we
have that 〈V δξ, SµiS∗νiδξ〉 = 0 for all i, and hence

‖V −
∑
i

ciSµiS
∗
νi
‖ ≥ ‖(V −

∑
i

ciSµiS
∗
νi

)δξ‖ ≥ ‖V δξ‖ = 1.

Example 3.13. Let m and n be positive integers, and G the loop of groups

Ge := Z〈a〉 = Z =: Gx

where αe and αe send the generator of Ge to an and am, respectively. The fundamental
group of G is the Baumslag–Solitar group BS(m,n) = 〈a, e | eame−1 = an〉. We choose
Σe = {ai : 0 ≤ i < n} and Σe = {ai : 0 ≤ i < m}.

In C∗(G), write u for ux,a. The relation (G2) then becomes unse = seu
m. The directed

graph C∗-algebra of Theorem 3.6 is generated by {uise : 0 ≤ i < n} ∪ {uise : 0 ≤ i < m},
by Lemma 3.11. We show that C∗(EG) 6= C∗(G).

First, consider the case that m 6= n, say for definiteness n > m. Let ξ = an−1e(an−me)∞

be in ∂XG. Then aξ = (1e)∞. We use the regular representation πξ of C∗(G) on Hξ =
`2(F (G)ξ), described in Remark 3.4. Thus πξ(se)δγξ = δ1eγξ if γξ 6∈ Z(1e), and is zero
otherwise, and πξ(u)δγξ = δuγξ. We obtain a vector functional f ∈ C∗(G)∗ by f(b) =
〈πξ(b)δξ, πξ(u)δξ〉. Then f(u) = 1. We claim that C∗(EG) is contained in the kernel of
f , which will show that u 6∈ C∗(EG). It follows from Lemma 3.11 that the set {sµs∗ν :
µ, ν ∈ G∗, |µ|, |ν| ≥ 1} spans a dense subset of C∗(EG). Thus it suffices to show that
f(sµs

∗
ν) = 0 for all G-paths µ and ν.

We have that f(sµs
∗
ν) = 〈πξ(s∗ν)δξ, πξ(s∗µ)πξ(u)δξ〉. We may describe sµ and sν as

follows. Let w1 = se and w−1 = se. Then we may let sµ = ui1wβ1 . . . u
ipwβp and sν =

uj1wε1 . . . u
jqwεq , where βi, εj ∈ {+1,−1}, and β` = 1 forces 0 ≤ i` < m, β` = −1 forces

0 ≤ i` < n (and similarly for ν). Now

πξ(s
∗
µu)δξ = πξ(u

−ip)πξ(w
∗
βp) · · · πξ(u

−i1)πξ(w
∗
β1

)δ(1e)∞ =

{
πξ(u)δξ if µ = ep

0 otherwise.

=

{
δ(1e)∞ if µ = ep

0 otherwise.

Similarly,

πξ(s
∗
ν)δξ =

{
δ(an−me)∞ if ν = an−1e(an−me)q−1

0 otherwise.

Since n > m =⇒ 〈δ(1e)∞ , δ(an−me)∞〉 = 0, we have f(sµs
∗
ν) = 0 in all cases. The claim

follows.
If m = n > 1, then um is a central element of C∗(G). It is easily seen that the directed

graph EG is strongly connected, and hence C∗(EG) has trivial centre. However it follows
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from considering the regular representations of Remark 3.4 that um is not a scalar multiple
of the identity. Thus again we have u 6∈ C∗(EG).

4. A C∗-algebraic Bass–Serre Theorem

The action of the fundamental group π1(G, v) of a graph of groups G on the boundary
v∂XG of the Bass–Serre tree XG,v induces a full crossed product C∗-algebra, in the sense
of Section 2.5.3. We denote this action by τ . In this section we prove our main theorem,
which says that the graph of groups C∗-algebra C∗(G) is stably isomorphic to the crossed
product C(v∂XG)oτπ1(G, v). Before stating the theorem, we remind the reader that much
of the notation appearing below is defined in Notation 2.9 and 2.11. We do introduce some
more notation here: for every x, y ∈ Γ0 we denote by θx,y the rank-one operator on `2(Γ0)
given by θx,y(f) = 〈f, δy〉δx, where δx, δy are point-mass functions. We denote the compact
operators on `2(Γ0) by K(`2(Γ0)), and we note that K(`2(Γ0)) = span{θx,y : x, y ∈ Γ0}.
We denote the universal covariant representation of (C(v∂XG), π1(G, v), τ) by (iA, iπ).
For a G-path µ ∈ G∗ we denote by χZ(µ) the function that is 1 on Z(µ) and is 0 on the
complement Z(µ)c.

Theorem 4.1. Let G = (Γ, G) be a locally finite nonsingular graph of countable groups.
There is an isomorphism

Φ : C∗(G)→ K(`2(Γ0))⊗
(
C(v∂XG) oτ π1(G, v)

)
,

satisfying Φ(ux,g) = θx,x ⊗ iπ(ε(g)) for each x ∈ Γ0, g ∈ Gx, and

Φ(se) =

{
θr(e),s(e) ⊗ iA(χZ([v,r(e)]1e))iπ(ε(e)) if e←− 6= e

θr(e),s(e) ⊗ iA(χZ([v,r(e)])c) if e←− = e

for each e ∈ Γ1.

The proof follows a standard approach—we use universal properties to construct mu-
tually inverse homomorphisms between C∗(G) and K(`2(Γ0))⊗

(
C(v∂XG) oτ π1(G, v)

)
—

although it is long and heavy on calculations. We start by proving the existence of Φ by
building a G-family in K(`2(Γ0)) ⊗

(
C(v∂XG) oτ π1(G, v)

)
, in Proposition 4.2. Next, in

Proposition 4.6, we construct a homomorphism Ψ : K(`2(Γ0))⊗
(
C(v∂XG)oτ π1(G, v)

)
→

C∗(G). We show in Lemma 4.8 that Ψ is surjective, and then complete the proof of
Theorem 4.1 by proving that Φ ◦Ψ = id.

Proposition 4.2. Let G = (Γ, G) be a locally finite nonsingular graph of countable groups.
For each x ∈ Γ0 and g ∈ Gx define

Ux,g := θx,x ⊗ iπ(ε(g)),

and for each e ∈ Γ1 define

Se :=

{
θr(e),s(e) ⊗ iA(χZ([v,r(e)]1e))iπ(ε(e)) if e←− 6= e

θr(e),s(e) ⊗ iA(χZ([v,r(e)])c) if e←− = e.

Then the collection {Ux, Se : x ∈ Γ0, e ∈ Γ1} is a G-family in K(`2(Γ0)) ⊗
(
C(v∂XG) oτ

π1(G, v)
)
.

We start the proof of this Proposition by explicitly calculating the initial and final
projections of each Se. (Since Se is the tensor product of two partial isometries, it is clear
that it is also a partial isometry.)
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Lemma 4.3. Let e ∈ Γ1, and let Se be defined as in Proposition 4.2. Then

S∗eSe =

{
θs(e),s(e) ⊗ iA(χZ([v,s(e)]1e)c) if e 6∈ T 1 or e←− = e

θs(e),s(e) ⊗ iA(χZ([v,s(e)]) if e ∈ T 1 and e←− 6= e,

SeS
∗
e =

{
θr(e),r(e) ⊗ iA(χZ([v,r(e)]1e)) if e 6∈ T 1, or e ∈ T 1 and e←− 6= e

θr(e),r(e) ⊗ iA(χZ([v,r(e)])c) if e←− = e.

Proof. First suppose that e 6∈ T 1. We have Se = θr(e),s(e) ⊗ iA(χZ([v,r(e)]1e))iπ(ε(e)). Thus

S∗eSe = θs(e),s(e) ⊗ iπ(ε(e))∗iA(χZ([v,r(e)]1e))iπ(ε(e))

= θs(e),s(e) ⊗ iA(τε(e)(χZ([v,r(e)]1e)))

= θs(e),s(e) ⊗ iA(χε(e)Z([v,r(e)]1e)).

Moreover, Lemma 2.21(4) implies

ε(e)Z([v, r(e)]1e) = Z([v, s(e)]1e)c,

so that S∗eSe is as required. It is easy to see that in this case,

SeS
∗
e = θr(e),r(e) ⊗ iA(χZ([v,r(e)]1e)).

Now suppose that e ∈ T 1 and e←− 6= e. Then [v, s(e)] = [v, r(e)]1e, and ε(e) is trivial.

Then we have

S∗eSe = θs(e),s(e) ⊗ iA(χZ([v,r(e)]1e)) = θs(e),s(e) ⊗ iA(χZ([v,s(e)]))

and

SeS
∗
e = θr(e),r(e) ⊗ iA(χZ([v,r(e)]1e)).

Finally, suppose that e←− = e. Then Se = θr(e),s(e) ⊗ iA(χZ([v,r(e)])c). The verification of

the lemma in this case is similar to the previous case. �

Proof of Proposition 4.2. For x, y ∈ Γ0 with x 6= y we have Ux,1Uy,1 = 0 since θx,xθy,y = 0,
so (G1) holds.

Next, note that for γ ∈ π1(G, v) and µ ∈ vG∗, since τε(γ)(χZ(µ)) = χε(γ)Z(µ), covariance
gives

iπ(ε(γ))iA(χZ(µ)) = iA(τε(γ)(χZ(µ)))iπ(ε(γ)) = iA(χε(γ)Z(µ))iπ(ε(γ)).

Now, for (G2) we first fix e ∈ Γ1 with e←− 6= e and g ∈ Ge. We have

Ur(e),αe(g)Se = θr(e),s(e) ⊗ iπ(ε(αe(g)))iA(χZ([v,r(e)]1e))iπ(ε(e))

= θr(e),s(e) ⊗ iA(χε(αe(g))Z([v,r(e)]1e))iπ(ε(αe(g)e))

= θr(e),s(e) ⊗ iA(χZ([v,r(e)]αe(g)e))iπ(ε(eαe(g))) (by Lemma 2.21(1) and (2.6))

= θr(e),s(e) ⊗ iA(χZ([v,r(e)]1e))iπ(ε(e))iπ(ε(αe(g)))

= SeUs(e),αe(g).

If e←− = e, the same calculation, but without the final factor iπ(ε(e)), gives the result.

Lemma 4.3 implies (G3) directly. We need a number of cases to check (G4). First
consider the case that e ∈ Γ1 with s(e) = v. In this case, it is not possible that e ∈ T 1

and e←− 6= e. Thus by Lemma 4.3 we have that

S∗eSe = θs(e),s(e) ⊗ iA(χZ(1e)c) and SeS
∗
e = θs(e),s(e) ⊗ iA(χZ(1e)).
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We can use the covariance of (iA, iπ) and Lemma 2.21 to see that for each h ∈ Σe we have

Us(e),hSeS
∗
eU
∗
s(e),h = θs(e),s(e) ⊗ iA(χZ(he)).

For edges f so that r(f) = s(e) and f 6= e, we have

Us(e),hSfS
∗
fU
∗
s(e),h = θs(e),s(e) ⊗ iA(χZ(hf)),

for each h ∈ Σf . Since

Z(1e)c =
⋃

r(f)=s(e), h∈Σf
hf 6=1e

Z(hf),

it follows that (G4) holds in this case.
For edges e with s(e) 6= v we have three cases, two of which may be treated together.

If either e 6∈ T 1 or e ∈ T 1 with e←− = e, then we have

S∗eSe = θs(e),s(e) ⊗ iA(χZ([v,s(e)]1e)c).

If we denote by f0 the unique edge in T 1 such that r(f0) = s(e) and f0←− = f0, then

{hf : r(f) = s(e), h ∈ Σf , hf 6= 1e}
= {hf0 : h ∈ Σf0} ∪ {hf : r(f) = s(e), f 6= f0, h ∈ Σf , hf 6= 1e}.

Since f0←− = f0 and f0 ∈ T 1, Lemma 4.3 gives

Sf0S
∗
f0

= θs(e),s(e) ⊗ iA(χZ([v,s(e)])c).

Lemma 2.21(2) now gives

Us(e),hSf0S
∗
f0
U∗s(e),h = θs(e),s(e) ⊗ iA(χε(h)Z([v,s(e)])c) = θs(e),s(e) ⊗ iA(χZ([v,s(e)]hf0)),

for each h ∈ Σf0 . For f 6= f0 with r(f) = s(e), we have

SfS
∗
f = θs(e),s(e) ⊗ iA(χZ([v,s(e)]1f)),

and so

Us(e),hSfS
∗
fU
∗
s(e),h = θs(e),s(e) ⊗ iA(χZ([v,s(e)]hf)),

for each h ∈ Σf . Since

Z([v, s(e)]1e)c = Z([v, s(e)])c ∪
⋃

r(f)=s(e), h∈Σf
hf 6=1e, 1f0

Z([v, s(e)]hf),

it follows that (G4) holds in these cases.
The final case is when e ∈ T 1 with e←− 6= e. Then [v, r(e)]1e = [v, s(e)] and

S∗eSe = θs(e),s(e) ⊗ iA(χZ([v,s(e)])).

The edge e is the unique edge with range s(e) and (e)
←−

= e. We have

{hf : r(f) = s(e), h ∈ Σf , hf 6= 1e}
= {he : h ∈ Σe, h 6= 1} ∪ {hf : r(f) = s(e), f 6= e, h ∈ Σf , hf 6= 1e}.

From Lemma 4.3 we get

SeS
∗
e = θs(e),s(e) ⊗ iA(χZ([v,s(e)])c),
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and hence Lemma 2.21(2) gives

Us(e),hSeS
∗
eU
∗
s(e),h = θs(e),s(e) ⊗ iA(χε(h)Z([v,s(e)])c) = θs(e),s(e) ⊗ iA(χε(h)Z([v,s(e)]he)),

for each 1 6= h ∈ Σe. For r(f) = s(e), f 6= e, and h ∈ Σf , we have

Us(e),hSfS
∗
fU
∗
s(e),h = θs(e),s(e) ⊗ iA(χε(h)Z([v,r(f)]1f)) = θs(e),s(e) ⊗ iA(χZ([v,r(f)]hf)).

Since

Z([v, s(e)] =
⋃

h∈Σe, h 6=1

Z([v, s(e)]he) ∪
⋃

r(f)=s(e), h∈Σf
f 6=e

Z([v, s(e)]hf)

it follows that (G4) holds in this case. This completes the proof of Proposition 4.2. �

To prove that Φ is an isomorphism, we construct in Proposition 4.6 a homomorphism
Ψ from K(`2(Γ0)) ⊗

(
C(v∂XG) oτ π1(G, v)

)
to C∗(G), which we will prove is the inverse

of Φ. Before doing this we give a technical lemma.

Lemma 4.4. Let X be a locally finite nonsingular tree, and let v ∈ X0. Then C(v∂X)
is the universal C∗-algebra generated by a family {pµ : µ ∈ vX∗} subject to the following
relations:

(1) the pµ are commuting projections; and

(2) for all µ ∈ vX∗ we have pµ =
∑

r(f)=s(µ)
µf reduced

pµf .

Proof. Let A denote the universal C∗-algebra in the statement. We first observe that the
characteristic functions {χZ(µ) : µ ∈ vX∗} satisfy the relations in the statement. Thus
there is a ∗-homomorphism A → C(v∂X) such that pµ 7→ χZ(µ). Let V be the complex
vector space with basis vX∗. Let {wµ : µ ∈ vX∗} be the basis elements. Define a linear
map L : V → C(v∂X) by L(wµ) = χZ(µ). Then the range of L is a dense ∗-subalgebra in
C(v∂X). Let

E =
{
wµ −

∑
{wµf : f ∈ s(µ)X1, µf is reduced} : µ ∈ vX∗

}
and let M = spanE. Then M is contained in the kernel of L. We claim that in fact,
M = kerL. For the proof, let z =

∑
µ∈vX∗ cµwµ ∈ kerL, where only finitely many cµ are

nonzero. Let n = max{|µ| : cµ 6= 0}. Let µ ∈ vX∗ with |µ| < n. Then we have

wµ =
∑

f∈s(µ)X1

µf reduced

wµf + (wµ −
∑

f∈s(µ)X1

µf reduced

wµf ) ∈
( ∑
f∈s(µ)X1

µf reduced

wµf

)
+M.

Applying this inductively, we find that for a path µ with |µ| < n, we have that

wµ ∈
( ∑
β∈µX∗
|β|=n

wβ

)
+M.

Then we have

z =
∑
µ

cµwµ ∈
(∑

µ

cµ
∑
β∈µX∗
|β|=n

wβ

)
+M =

( ∑
β∈vXn

( ∑
{µ:β∈µX∗}

cµ

)
wβ

)
+M.
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In particular, since L(z) = 0, we have that∑
β∈vXn

( ∑
{µ:β∈µX∗}

cµ

)
χZ(β) = 0.

Since the sets Z(β) for β ∈ vXn are pairwise disjoint, it follows that for each β ∈ vXn we
have

∑
{µ:β∈µX∗} cµ = 0. Now the previous calculation shows that z ∈ M , finishing the

proof that M = kerL.
It follows now that L descends to a (linear) isomorphism

L0 : V/M → span{χZ(µ) : µ ∈ vX∗}.

By the universal property of V , there is a linear map K : V/M → A defined by K(wµ +
M) = pµ. Then K ◦ L−1

0 : span{χZ(µ) : µ ∈ vX∗} → A is a linear map. It is a ∗-
homomorphism since these characteristic functions have the same multiplication relations
as the corresponding generators of A. Since span{χZ(µ) : µ ∈ vX∗} is an increasing union
of finite dimensional C∗-algebras, this extends to a ∗-homomorphism of C(v∂X) onto A,
inverse to the canonical map of A onto C(v∂X). �

For the remainder of the proof of Theorem 4.1, we use the following notation.

Notation 4.5. Let {Ux, Se : x ∈ Γ0, e ∈ Γ1} be a G-family. For each e ∈ Γ1 we define

Te := Se + S∗e .

For each G-path µ = g1e1 . . . gnen we define

Tµ := Ur(e1),g1Te1 . . . Ur(en),gnTen ,

and we let Tx = Ux,1 for each x ∈ Γ0. Each Tµ is also a partial isometry, and we have
T ∗µTµ = Us(µ),1 and TµT

∗
µ = Ur(µ),1. For the universal G-family {ux, se : x ∈ Γ0, e ∈ Γ1},

each te and tµ is defined analogously.

Proposition 4.6. Let G = (Γ, G) be a locally finite nonsingular graph of countable groups.
Then there is a homomorphism

Ψ : K(`2(Γ0))⊗
(
C(v∂XG) oτ π1(G, v)

)
→ C∗(G)

satisfying

Ψ(θx,y ⊗ 1) = t[x,y],

Ψ(θv,v ⊗ iA(χZ(µ))) = sµs
∗
µ,

Ψ(θv,v ⊗ iπ(ε(g, x))) = t[v,x]ux,gt[x,v] and

Ψ(θv,v ⊗ iπ(ε(e))) = t[v,r(e)]tet[s(e),v],

for each x, y ∈ Γ0, µ ∈ vG∗, g ∈ Gx and e ∈ Γ1.

We will use the following lemma in the proof of this result.

Lemma 4.7. Let e, f ∈ Γ1 with s(f) = r(e), g ∈ Σe, h ∈ Σf and µ ∈ r(e)G∗.
(1) If ge 6= 1f , then ur(f),htfur(e),gse = ur(f),hsfur(e),gse.
(2) tfsf = ur(f),1 − sfs∗f .
(3) If µ = geµ′ for some µ′ and ge 6= 1f , then tfsfsµ = sµ.
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Proof. For (1), we note that since ge 6= 1f , it follows from (G4) that (ur(e),gse)(ur(e),gse)
∗ ≤

s∗fsf , and hence is orthogonal to sfs
∗
f
. Part (1) now follows from the fact that tf = sf +s∗

f
.

For (2), we use that sfsf = 0 to get

tfsf = (sf + s∗
f
)sf = s∗

f
sf = ur(f),1 − sfs∗f .

For (3), first note that ge 6= 1f implies that sfs
∗
f and sµs

∗
µ are orthogonal. We can then

use (2) to get tfsfsµ = (ur(f),1 − sfs∗f )sµ = sµ. �

Proof of Proposition 4.6. Straightforward calculations show that {t[x,y] : x, y ∈ Γ0} is a
family of matrix units in C∗(G); we check the case when [x, y] = 1e1 . . . 1em . . . 1em+k

and [y, z] = 1em+k . . . 1em+11f1 . . . 1fn, where em 6= f1. Then observe that [x, z] =
1e1 . . . 1em1f1 . . . 1fn, and we have

t[x,y]t[y,z] = t1e1...1emt1em+1...1em+k
t1em+k...1emt1f1...1fn

= t1e1...1emt1em+1...1em+k
t∗1em+1...1em+k

t1f1...1fn

= t1e1...1emus(em),1t1f1...1fn
= t1e1...1em1f1...1fn

= t[x,z].

We denote by jK : K(`2(Γ0))→ C∗(G) the homomorphism satisfying jK(θx,y) = t[x,y].
We now want to build a covariant representation of (C(v∂XG), π1(G, v), τ) in C∗(G),

which gives us a homomorphism jA × jπ : C(v∂XG) oτ π1(G, v) → C∗(G) whose range
commutes with the range of jK. We do this by first building a covariant representation in
the corner uv,1C

∗(G)uv,1.
We claim that {sµs∗µ : µ ∈ vG∗} is a collection of projections satisfying the hypotheses

of Lemma 4.4. To see this, first note that it is observed in Notation 3.5 that the sµ are
partial isometries, and hence that the sµs

∗
µ are projections. We next check Lemma 4.4(2).

For each µ = g1e1 . . . gnen ∈ vG∗ we use (G4) to get

sµs
∗
µ = uv,g1se1 . . . uv,gnsens

∗
enu
∗
v,gn . . . s

∗
e1
u∗v,g1

= uv,g1se1 . . . uv,gnsen(s∗ensen)s∗enu
∗
v,gn . . . s

∗
e1
u∗v,g1

= uv,g1se1 . . . uv,gnsen

 ∑
r(f)=s(en), h∈Σf

hf 6=1en

us(en),hsfs
∗
fu
∗
s(en),h

 s∗enu
∗
v,gn . . . s

∗
e1
u∗v,g1

=
∑

r(f)=s(en), h∈Σf
hf 6=1en

sµhfs
∗
µhf .

Note that it follows from this, and induction, that if µ and ν are comparable, say if ν = µν ′,
then sνs

∗
ν ≤ sµs

∗
µ, and hence sνs

∗
ν and sµs

∗
µ commute. On the other hand, if µ and ν are

not comparable, then we may write µ = ηgeµ′ and ν = ηhfν ′ with ge 6= hf . Then by
(G4),

s∗νsµ = s∗ν′(ur(f),hsf )
∗s∗ηsηur(e),gsesµ′ = s∗ν′(ur(f),hsf )

∗(ur(e),gse)sµ′ = 0,

and hence sνs
∗
νsµs

∗
µ = 0, and again sµs

∗
µ and sνs

∗
ν commute. Thus the claim holds, and we

can apply Lemma 4.4 to get a homomorphism jA,v : C(v∂XG)→ uv,1C
∗(G)uv,1 satisfying

jA,v(χZ(µ)) = sµs
∗
µ for all µ ∈ vG∗.
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For each x ∈ Γ0, g ∈ Gx and e ∈ Γ1 we now define

ũx,g := t[v,x]ux,gt[x,v] and ũe := t[v,r(e)]tet[s(e),v].

Note that ũx,g and ũe are elements of the corner uv,1C
∗(G)uv,1. Straightforward calcula-

tions show that:

(1) ũx,gũx,h = ũx,gh, for all x ∈ Γ0 and g, h ∈ Gx;
(2) ũ∗x,g = ũx,g−1 , for all x ∈ G0 and g ∈ Gx;

(3) ũ∗eũe = ũeũ
∗
e = uv,1, for all e ∈ Γ1;

(4) ũe = ũ∗e, for all e ∈ Γ1;
(5) ũe = uv,1, for all e ∈ T 1; and
(6) ũr(e),αe(g)ũe = ũeũs(e),αe(g), for all e ∈ Γ1 and g ∈ Ge.

For example, to see that (6) holds, first note that (G2) gives

ur(e),αe(g)te = ur(e),αe(g)(se + s∗e) = ur(e),αe(g)se + (seus(e),αe(g−1))
∗

= seur(e),αe(g) + (ur(e),αe(g−1)se)
∗

= teus(e),αe(g).

Then

ũr(e),αe(g)ũe = t[v,r(e)]ur(e),αe(g)t[r(e),v]t[v,r(e)]tet[s(e),v]

= t[v,r(e)]ur(e),αe(g)tet[s(e),v]

= t[v,r(e)]teus(e),αe(g)t[s(e),v]

= t[v,r(e)]tet[s(e),v]t[v,s(e)]us(e),αe(g)t[s(e),v]

= ũeũs(e),αe(g),

which is (6). It follows from (1)–(6) that the ũx,g and ũe define a unitary representation
of π1(G, v) in uv,1C

∗(G)uv,1. We denote this unitary representation by jπ,v.
We now claim that (jA,v, jπ,v) is a covariant representation of (C(v∂XG), π1(G, v), τ) in

the corner uv,1C
∗(G)uv,1. It suffices to prove that

(4.1) jπ,v(ε(x, g))jA,v(χZ(µ))jπ,v(ε(x, g))∗ = jA,v(τε(x,g)(χZ(µ)))

for all x ∈ Γ0, g ∈ Gx and µ ∈ vG∗, and

(4.2) jπ,v(ε(e))jA,v(χZ(µ))jπ,v(ε(e))
∗ = jA,v(τε(e)(χZ(µ)))

for all e ∈ Γ1 and µ ∈ vG∗. For this, we use Lemmas 2.20 and 4.7. Notice that the first
three parts of Lemma 2.20, and the three parts of Lemma 4.7, correspond to each other,
one treating the action of F (G) on ∂WG and the other treating calculations in C∗(G)
involving the elements te, ux,g and se. We note that

jπ,v(ε(x, g)jA,v(χZ(µ))jπ,v(ε(x, g))∗ = t[v,x]ux,gt[x,v]sµ(t[v,x]ux,gt[x,v]sµ)∗

and
jA,v(τε(x,g)(χZ(µ))) = jA,v(χ[v,x]g[x,v]Z(µ)).

Let [v, x]g[x, v] = h1f1 . . . hnfn and µ = g1e1 . . . gmem. Then we must compare

ur(f1),h1tf1 . . . ur(fn),hntfn ur(e1),g1se1 . . . ur(em),gmsem

· (ur(f1),h1tf1 . . . ur(fn),hntfn ur(e1),g1se1 . . . ur(em),gmsem)∗

with
jA,v(χh1f1...hnfnZ(g1e1...gmem)).
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The result of applying Lemma 2.20 to hnfnZ(µ) is to obtain either Z(µ1), or the comple-
ment r(µ1)∂WG \ Z(µ1), where µ1 is a G-path. The result of applying Lemma 4.7 to the
element ur(fn),hntfnsµ(ur(fn),hntfnsµ)∗ is to obtain either sν1s

∗
ν1

, or ur(ν1),1−sν1s∗ν1 , where ν1

is a G-path. The parallel structures of these two lemmas ensures that µ1 = ν1, and that
either both result in the difference, or neither results in the difference. We may repeat
this with hn−1fn−1Z(µ1) or hn−1fn−1(r(µ1)∂WG \ Z(µ1)), and with

ur(fn−1),hn−1tfn−1sµ1s
∗
µ1

(ur(fn−1),hn−1tfn−1)
∗

or

ur(fn−1),hn−1tfn−1(ur(µ1),1 − sµ1s∗µ1(ur(fn−1),hn−1tfn−1)
∗,

and so on. After n iterations, we have established (4.1). An analogous argument estab-
lishes (4.2). Hence (jA,v, jπ,v) is a covariant representation of (C(v∂XG), π1(G, v), τ) in the
corner uv,1C

∗(G)uv,1.
We may now define homomorphisms1 jA : C(v∂XG) → M(C∗(G)) and jπ : π1(G, v) →
UM(C∗(G)) by

jA(f) =
∑
x∈Γ0

t[x,v]jA,v(f)t[v,x]

and

jπ(γ) =
∑
x∈Γ0

t[x,v]jπ,v(γ)t[v,x],

where f ∈ C(v∂XG) and γ ∈ π1(G, v). The sums we consider (here, and after) converge
in the strict topology of M(C∗(G)), since the t[x,y] are matrix units. We have

jA(1) =
∑
x∈Γ0

t[x,v]jA,v(1)t[v,x] =
∑
x∈Γ0

ux,1 = 1M(C∗(G)),

so jA is nondegenerate. For each f ∈ C(v∂XG) and γ ∈ π1(G, v) we have

jπ(γ)jA(f)jπ(γ)∗ =
∑
x∈Γ0

t[x,v]jπ,v(γ)jA,v(f)jπ,v(γ)∗t[v,x]

=
∑
x∈Γ0

t[x,v]jA,v(τγ(f))t[v,x]

= jA(τγ(f)).

So (jA, jπ) is a covariant representation.
The universal property thus gives a homomorphism jA × jπ from C(v∂XG) oτ π1(G, v)

to M(C∗(G)). Since for all x, y ∈ Γ0 we have jA(f)t[x,y] = t[x,v]jA,v(f)t[v,y] = t[x,y]jA(f),
and similarly jπ(γ)t[x,y] = t[x,y]jπ(γ), it follows that the range of jA × jπ commutes with
the range of jK. We thus get the desired homomorphism Ψ := jK ⊗ (jA × jπ) from
K(`2(Γ0))⊗

(
C(v∂XG) oτ π1(G, v)

)
to C∗(G). �

Lemma 4.8. The homomorphism Ψ : K(`2(Γ0))⊗
(
C(v∂XG)oτ π1(G, v)

)
→ C∗(G) from

Proposition 4.6 is surjective.

1Here, M(C∗(G)) denotes the multiplier algebra of C∗(G). Recall that that the multiplier algebra
M(A) of a C∗-algebra A is the largest unital C∗-algebra that contains A as an essential ideal. See [34]
for more details.
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Proof. It suffices to show that each ux,g and se lie in the image. For x ∈ Γ0 and g ∈ Gx

we have

ux,g = t[x,v](t[v,x]ux,gt[x,v])t[v,x] = jK(θx,v)jπ,v(ε(g))jK(θv,x) = jK(θx,v)jπ(ε(g))jK(θv,x),

so each ux,g is in the image of Ψ.
For e ∈ Γ1 we claim that

se =

{
jK(θr(e),s(e))jA(χZ([v,r(e)]1e))jπ(ε(e)) if e←− 6= e

jK(θr(e),s(e))jA(χZ([v,r(e)])c) if e←− = e.

First suppose that e←− 6= e, so that [v, r(e)]1e is a reduced G-path. Using the description

of the maps defined in Proposition 4.6, we compute

jK(θr(e),s(e))jA(χZ([v,r(e)]1e))jπ(ε(e))

= t[r(e),s(e)]

(∑
x∈Γ0

t[x,v]jA,v(χZ([v,r(e)]1e)t[v,x]

)(∑
x∈Γ0

t[x,v]jπ,v(ε(e))t[v,x]

)
= t[r(e),s(e)](t[s(e),v]s[v,r(e)]ses

∗
es
∗
[v,r(e)]t[v,s(e)])(t[s(e),v]t[v,r(e)]tet[s(e),v]t[v,s(e)])

= (t[r(e),v]s[v,r(e)]se)(t[r(e),v]s[v,r(e)]se)
∗te.

Write [v, r(e)]T = f1 . . . fk. Repeated applications of Lemma 4.7(3) gives

t[r(e),v]s[v,r(e)]se = tfk . . . tf2tf1sf1sf2 . . . sfkse = tfk . . . tf2sf2 . . . sfkse = · · · = se.

Consequently, we have

jK(θr(e),s(e))jA(χZ([v,r(e)]1e))jπ(ε(e)) = ses
∗
ete = se

and so in this case se is in the image of Ψ.
We now consider the case where e←− = e, so in particular (e)

←−
6= e. Since e ∈ T 1, it

follows that ε(e) = 1. The preceding calculations give

se = jK(θs(e),r(e))jA(χZ([v,s(e)]1e)) = jK(θs(e),r(e))jA(χZ([v,r(e)])),

so that

s∗e = te − se = jK(θs(e),r(e))− jK(θs(e),r(e))jA(χZ([v,r(e)])) = jK(θs(e),r(e))jA(χZ([v,r(e)])c).

Hence, se = jK(θr(e),s(e))jA(χZ([v,r(e)])c), and so Ψ is surjective. �

We need one more result.

Lemma 4.9. Let {Ux, Se : x ∈ Γ0, e ∈ Γ1} be the G-family from Proposition 4.2.

(1) For each e ∈ Γ1 we have Te = θr(e),s(e)⊗ iπ(ε(e)). In particular, for e ∈ T 1 we have
Te = θr(e),s(e) ⊗ 1.

(2) For each x, y ∈ Γ0 we have T[x,y] = θx,y ⊗ 1.
(3) For each µ = g1e1 . . . gnen ∈ vG∗ we have

Sµ = θv,s(en) ⊗ iA(χZ(µ))iπ(µ[s(µ), v]).
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Proof. For (1), first suppose that e 6∈ T 1. Then ε(e)Z([v, s(e)]1e) = Z([v, r(e)]1e)c, by
Lemma 2.21(4). Now covariance of (iA, iπ) and the previous identity gives

Te = Se + S∗e

= θr(e),s(e) ⊗
(
iA(χZ([v,r(e)]1e))iπ(ε(e)) + iπ(ε(e))∗iA(χZ([v,r(e)]1e))

)
= θr(e),s(e) ⊗

(
iA(χZ([v,r(e)]1e))iπ(ε(e)) + iπ(ε(e))iA(χZ([v,s(e)]1e))

)
= θr(e),s(e) ⊗

(
iA(χZ([v,r(e)]1e))iπ(ε(e)) + iA(χZ([v,r(e)]1e)c)iπ(ε(e))

)
= θr(e),s(e) ⊗ iπ(ε(e)).

Now suppose that e ∈ T 1. Then either e←− = e and (e)
←−
6= e, or e←− 6= e and (e)

←−
= e.

Suppose e←− 6= e. Then

Te = Se + S∗e = θr(e),s(e) ⊗
(
iA(χZ([v,r(e)]1e)) + iA(χZ([v,r(e)])c)

)
= θr(e),s(e) ⊗

(
iA(χZ([v,s(e)])) + iA(χZ([v,s(e)])c)

)
= θr(e),s(e) ⊗ 1.

A similar calculation gives Te = θr(e),s(e) ⊗ 1 in the case e←− = e.

For (2), if x, y ∈ Γ0 and [x, y] = 1e1 . . . 1en, then

T[x,y] = Ux,1Te1 . . . Ur(en),1Ten

= (θx,x ⊗ 1)(θx,s(e1) ⊗ 1) . . . (θr(en),y ⊗ 1)

= θx,y ⊗ 1.

So (2) holds.
We prove (3) by induction on the length of µ. First consider µ = ge ∈ vG1. Then

e←− = v and [v, r(e)] = v. Covariance of (iA, iπ) gives iπ(g)iA(χZ(1e)) = iA(χZ(ge))iπ(g),

and hence

Sµ = Uv,gSe = θv,s(e) ⊗ iπ(g)iA(χZ(1e))iπ(ε(e))

= θv,s(e) ⊗ iA(χZ(ge))iπ(gε(e))

= θv,s(e) ⊗ iA(χZ(ge))iπ(ge[s(e), v]),

which is (3) for the path ge in this case.
Now suppose (3) holds for µ = g1e1 . . . gn−1en−1, and let gnen ∈ s(µ)G1 with gnen 6=

1en−1. First suppose that en←− 6= en. Then

Sµgnen = SµUv,gnSen

= θv,s(en) ⊗ iA(χZ(µ))iπ(µ[s(µ), v])iπ(ε(gn))iA(χZ([v,r(en)]1en))iπ(ε(en))

The product of µ[s(µ), v] and ε(gn) in π1(G, v) is

µ[s(µ), v]1ε(gn) = µ[s(µ), v]1[v, s(µ)]gn[s(µ), v] = µgn[s(µ), v].

We now have
µgn[s(µ), v]Z([v, r(en)]1en) = Z(µgnen)

and
µgn[s(µ), v]ε(en) = µgnen[s(en), v].
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We use covariance of (iA, iπ) and these identities to get

Sµgnen = θv,s(en) ⊗ iA(χZ(µ))iA(χZ(µgnen))iπ(µgnen[s(en), v])

= θv,s(en) ⊗ iA(χZ(µgnen))iπ(µgnen[s(en), v]),

which is (3) for the path µgnen in this case.
Now suppose en←− = en. Then [s(µ), v] = [r(en), v] has en as its rangemost edge. Hence

µgn[s(µ), v]Z([v, r(en)])c = Z(µgnen),

by Lemma 2.20(3). So

Sµgnen = θv,s(en) ⊗ iA(χZ(µ))iπ(µgn[s(µ), v])iA(χZ([v,r(e)])c)

= θv,s(en) ⊗ iA(χZ(µ))iA(χZ(µgnen))iπ(µgn[s(µ), v])

= θv,s(en) ⊗ iA(χZ(µgnen))iπ(µgn[s(µ), v])

= θv,s(en) ⊗ iA(χZ(µgnen))iπ(µgnen[s(en), v]),

which is (3) for the path µgnen in this case. This completes the proof of (3) for all
µ ∈ vG∗. �

We can now finish the proof of our main theorem.

Proof of Theorem 4.1. We proved in Proposition 4.2 that the collections of

Ux,g := θx,x ⊗ iπ(ε(g))

and

Se :=

{
θr(e),s(e) ⊗ iA(χZ([v,r(e)]1e))iπ(ε(e)) if e←− 6= e

θr(e),s(e) ⊗ iA(χZ([v,r(e)])c) if e←− = e

are a G-family in K(`2(Γ0)) ⊗
(
C(v∂XG) oτ π1(G, v)

)
. The universal property of C∗(G)

now gives a homomorphism Φ : C∗(G)→ K(`2(Γ0))⊗
(
C(∂(XG,v) oτ π1(G, v)

)
satisfying

Φ(ux,g) = Ux,g and Φ(se) = Se, for all x ∈ Γ0, g ∈ Gx and e ∈ Γ1. We claim that Φ is an
isomorphism, with inverse Ψ as given in Proposition 4.6.

We proved in Lemma 4.8 that Ψ is surjective. Thus it suffices to prove that Φ◦Ψ = id,
and for this it suffices to prove that Φ◦Ψ is the identity on the following elements: θx,y⊗1
for all x, y ∈ Γ0; θv,v⊗ iA(χZ(µ)) for all µ ∈ vG∗; θv,v⊗ iπ(ε(g)) for all x ∈ Γ0, g ∈ Gx; and
θv,v ⊗ iπ(ε(e)) for all e ∈ Γ1. For this, we use the identities in Lemma 4.9.

Fix x, y ∈ Γ0. Then we know from Lemma 4.9(2) that

Φ(Ψ(θx,y ⊗ 1)) = Φ(t[x,y]) = T[x,y] = θx,y ⊗ 1.

Next, fix µ ∈ vG∗. Then we know from Lemma 4.9(3) that

Φ(Ψ(θv,v ⊗ iA(χZ(µ)))) = Φ(sµs
∗
µ)

= SµS
∗
µ

= θv,v ⊗ iA(χZ(µ))iπ(µ[s(µ), v])
(
iA(χZ(µ))iπ(µ[s(µ), v])

)∗
= θv,v ⊗ iA(χZ(µ)).
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Now fix e ∈ Γ1. Then we know from Lemma 4.9(1) and (2) that

Φ(Ψ(θv,v ⊗ iπ(ε(e)))) = T[v,r(e)]Ur(e),1TeT[s(e),v]Uv,1

= (θv,r(e) ⊗ 1)(θr(e),s(e) ⊗ iπ(ε(e)))(θs(e),v ⊗ 1)

= θv,v ⊗ iπ(ε(e)).

Finally, fix x ∈ Γ0 and g ∈ Gx. Then we know from Lemma 4.9(2) that

Φ(Ψ(θv,v ⊗ iπ(ε(g)))) = T[v,x]Ux,gT[x,v]Uv,1 = θv,v ⊗ iπ(ε(g)).

Hence Φ ◦Ψ = id, and Φ is an isomorphism with inverse Ψ. �

Remark 4.10. Recall from Section 2.4 that the fibred product groupoid F (G) ∗ ∂WG is
a Hausdorff étale groupoid, with unit space ∂WG. It is easily seen that v∂WG = v∂XG
is a compact-open transversal in the sense of [33, Example 2.7]. By [33, Theorem 2.8],
it follows that the semidirect product groupoid π1(G, v) n v∂XG and F (G) ∗ ∂WG are
equivalent groupoids, and hence have stably isomorphic C∗-algebras.

5. On the action π1(G, v) y v∂XG

In this section we examine properties of the action of the fundamental group π1(G, v)
on the boundary v∂XG. In Section 5.1 we characterise when the action is minimal,
and in Section 5.2 we give a sufficient condition under which it is locally contractive.
Characterising topological freeness turns out to be a harder problem, and in Section 5.3 we
discuss some specific examples. We finish in Section 5.4 with a short word on amenability
of the action. Recall that we assume all our graphs of groups have countable vertex
groups, and hence the fundamental group is countable (and will be equipped with the
discrete topology).

5.1. Minimality. Recall that the action of a discrete group Λ on a locally compact
Hausdorff space Y is minimal if every orbit of points of Y is dense in Y . A Hausdorff
étale groupoid G is minimal if every orbit in G0 is dense in G0. We typically check
minimality by considering an arbitrary open set U ⊂ Y and point y ∈ Y , and proving
that there is λ ∈ Λ such that λy ∈ U .

In this section, we will first give a condition on the boundary ∂WG which is equivalent
to minimality of the action of π1(G, v) on v∂XG. Then we will give an explicit, checkable
condition on G which is equivalent to the negation of the first condition. We begin with
some definitions.

Definition 5.1. Let µ1, . . ., µk be reduced G-words so that s(µi) = r(µi+1) for 1 ≤ i < k.
We say that the concatenation µ1 . . . µk has no cancellation if after reduction, the length
of µ1 . . . µk is

∑k
i=1 |µi|. In other words, the process of putting µ1 . . . µk into reduced form

does not result in any instance of the form e1e for an edge e ∈ Γ1.

Definition 5.2. Let e ∈ Γ1 and ξ ∈ ∂WG, with ξ = h1f1h2f2 . . . . We say that e lies on ξ
if e = fi for some i.

Definition 5.3. Let e, f ∈ Γ1. We say that f can flow to e if f lies on ξ for some
ξ ∈ Z(1e), and f is not the rangemost edge of ξ. We say that ξ ∈ ∂WG can flow to e ∈ Γ1

if f can flow to e for some f that lies on ξ.

The following lemma describes the situation of Definition 5.3 more precisely. The proof
is elementary, and is omitted.
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Lemma 5.4. Let e, f ∈ Γ1. Then f can flow to e if and only if at least one of the
following conditions holds:

(1) there is a reduced G-word ν with r(ν) = s(e), s(ν) = r(f), |ν| ≥ 1, and such that
1eν1f has no cancellation;

(2) s(e) = r(f) and f 6= e; or
(3) s(e) = r(f), f = e and αe is not surjective.

We recall from Remark 4.10 that π1(G, v) n v∂XG and F (G) ∗ ∂WG are equivalent
groupoids. It follows that either both are minimal or neither is minimal. Thus both
groupoids are used in the statement of the next theorem, as the second will be used in
the course of the proof.

Theorem 5.5. The action of π1(G, v) on v∂XG is minimal if and only if ξ can flow to e
for every ξ ∈ ∂WG and e ∈ Γ1.

Proof. We start with the “if” direction. Suppose µ = g1e1 . . . gnen ∈ vG∗ and ξ =
h1f1h2f2 · · · ∈ v∂XG with ξ 6∈ Z(µ). We need to find γ ∈ π1(G, v) with γξ ∈ Z(µ).
In the case that en = fi for some i, the fundamental group element

γ = g1e1 . . . gnen1fih
−1
i . . . h−1

2 f1h
−1
1

satisfies γξ = µhi+1fi+1 · · · ∈ Z(µ).
Now suppose en does not lie on ξ. We know by assumption that there is some fi

that can flow to en. If Lemma 5.4(1) holds, then there is some reduced G-word ν with
r(ν) = s(en), s(ν) = r(fi), |ν| ≥ 1, and such that 1enνfi has no cancellation. Then

γ = µνh−1
i fi−1 . . . h

−1
2 f1h

−1
1

satisfies γξ = µνfihi+1fi+1 · · · ∈ Z(µ). If Lemma 5.4(2) holds, then

γ = µh−1
i fi−1 . . . h

−1
2 f1h

−1
1

satisfies γξ = µ1fihi+1fi+1 · · · ∈ Z(µ). If Lemma 5.4(3) holds, then we choose nontrivial
h ∈ Σfi . Then

γ = µhh−1
i fi−1 . . . h

−1
2 f1h

−1
1

satisfies γξ = µhenhi+1fi+1 · · · ∈ Z(µ).
For the “only if” direction we suppose that ξ = h1f1h2f2 · · · ∈ ∂WG and e ∈ Γ1

have the property that e does not lie on ξ, and no fi flows to e ∈ Γ1. We claim that
F (G) · ξ∩Z(1e) = ∅, and hence that the action is not minimal. Suppose for contradiction
that F (G) · ξ∩Z(1e) 6= ∅, and γ ∈ F (G) with γξ ∈ Z(1e). We know that, after reduction,
γξ has the form βfihi+1fi+1 . . . for some reduced G-word β and some i. We claim that the
length of β is at least one. For if not, then γξ ∈ Z(1e) forces e to lie on ξ, contradicting
our assumption. So |β| ≥ 1, and hence β = 1eβ′ for some reduced G-word β′ for which
1eβ′ has no cancellation. If |β′| ≥ 1, then fi flows to e, contradicting our assumption. On
the other hand, if |β′| = 0, then β′ ∈ Gs(e), and s(e) = r(fi). Now our assumptions imply
that fi = e and that αe is onto. Write β′ = αe(h) for some h ∈ Ge. Then

γξ = βfihi+1fi+1 · · · = 1eβ′ehi+1fi+1 · · · = 1eeαe(h)hi+1fi+1 · · · = αe(h)hi+1fi+1 . . . ,

which we know is not in Z(1e) because e 6= fi+1. So we get a contradiction, and hence
we must have F (G) · ξ ∩ Z(1e) = ∅. This means the action is not minimal, and we are
done. �
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We now aim to give a characterisation of when the action is not minimal in terms of
readily checkable conditions on the underlying graph of groups G. For this, we begin by
defining a number of subgraphs of Γ. In each case, we give the edge and vertex sets, and
the range and source maps are then the restriction of the range and source maps for Γ.

Definition 5.6. We define the graphs Es,e and Es,η,fj as follows.

(1) Suppose e ∈ Γ1 satisfies s(e) 6= r(e). We define E0
s,e to be {s(e)} together with the

set of vertices x ∈ Γ0 such that there exists a reduced path e1 . . . en ∈ s(e)Γ∗x with
e1 6= e. We define E1

s,e to be the set of edges appearing on these paths, together
with their reversals.

(2) Suppose e ∈ Γ1 satisfies s(e) = r(e). We define E0
s,e to be {s(e)} together with

the set of vertices x ∈ Γ0 such that there exists a reduced path e1 . . . en ∈ s(e)Γ∗x
with e1 6∈ {e, e}. We define E1

s,e to be the set of edges appearing on these paths,
together with their reversals.

(3) Suppose η = f1f2 . . . fm is a minimal cycle with m ≥ 2. We define E0
s,η,fj

to be

{s(fj)} together with the set of vertices x ∈ Γ0 such that there exists a reduced

path e1 . . . en ∈ s(fj)Γ∗x with e1 6∈ {fj+1, fj} (where we index mod m). We define
E1
s,η,fj

to be the set of edges appearing on these paths, together with their reversals.

The graph Es,e might be termed the graph upstream from e.

Definition 5.7. We say that G is treelike at the edge e if the subgraph Es,e of Γ is a
tree, and if for each edge f of Es,e that points towards s(e), we have that αf is onto. If
η = e1e2 . . . en is a minimal cycle of length greater than one, we say that G is treelike at
η if for each 1 ≤ i ≤ n, the graph Es,η,ei is a tree, and if for each edge f of Es,η,ei that
points towards s(ei) we have that αf is onto.

We note that if Es,e (or Es,η,ei) is larger than a single vertex, then it must be infinite, by
nonsingularity of G.

Definition 5.8. Let G be a locally finite nonsingular graph of groups, and let e ∈ Γ1.
We say that G has a constant tree at e if G is treelike at e, Es,e is nontrivial, and if for
all f ∈ E1

s,e we have that αf is onto. (We say that a tree is trivial if it consists of just a
single vertex; the tree Es,e might be trivial, in which case it consists of only the vertex
s(e).)

We are now ready to state our characterisation of non-minimality.

Theorem 5.9. The action of π1(G, v) on v∂XG is not minimal if and only if there exists
an edge e ∈ Γ1 such that αe is surjective, and one of the following holds:

(a) e is a loop i.e. r(e) = s(e), and G is treelike at e;
(b) e lies on a minimal cycle η of length greater than one, αf is surjective for each

edge f that lies on η, and G is treelike at η; or
(c) e does not lie on any minimal cycle of Γ, G is treelike at e, and there exists

ξ ∈ r(e)∂WG such that e does not lie on ξ.

The proof of this result is fairly technical. The basic idea is to describe how non-
minimality can occur. In cases (a) and (b) of the theorem, it is e∞, respectively η∞,
whose orbit does not intersect Z(1e). In case (c) it is the postulated path ξ that has this
property.
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Proof. We show that there is ξ ∈ ∂WG and e ∈ Γ1 such that ξ cannot flow to e if and
only if αe is surjective and either (a), (b) or (c) holds. The result will then follow from
Theorem 5.5.

We start with the “if” direction. Suppose that there exists an edge e ∈ Γ1 such that
αe is surjective. Assume first that (a) holds, so e is a loop and G is treelike at e. We
claim that 1e1e · · · ∈ r(e)∂WG cannot flow to e; i.e. that e cannot flow to e. If it did,
then as αe is surjective it must be Lemma 5.4(1) that holds. Let ν be a reduced G-word
with r(ν) = s(e) = r(e), s(ν) = r(e) = r(e), |ν| ≥ 1 and such that 1eν1e is reduced.
Then ν = 1ν1g2ν2 . . . gmνmgm+1 with m ≥ 1, and ν1 6= e. If ν1 = e we can delete 1ν1, and
the resulting shortened G-word still works. Thus we may assume that ν1 6= e, e. Then
ν1 . . . νm is a path in E∗s,e. Since G is treelike at e, it must be the case that s(νm) 6= r(e),
a contradiction.

Now assume that (b) holds, with e lying on a minimal cycle η = e1 . . . en. Say e = e1.
We claim that en . . . e1 en . . . e1 · · · ∈ r(e)∂WG cannot flow to e; i.e. that ei cannot flow to
e for all i. Suppose for contradiction that there is i such that ei can flow to e. Since η
is minimal, it is possible that s(e) = r(ei) if and only if i = 1. Then Lemma 5.4(2) does
not hold, and since αe is surjective we know that Lemma 5.4(3) does not hold. Therefore
it must be Lemma 5.4(1) that holds. Let ν ∈ s(e)G∗s(ei) be a reduced G-word such
that 1eν1ei is reduced. Then ν = g1ν1 . . . gmνmgm+1 with m ≥ 1 and ν1 6= e. Write
ν1 . . . νm = ηpe1 . . . ejβ for some path β ∈ Γ∗, where the rangemost edge of β is not ej+1.
Then |β| > 0 since ejei cannot be reduced. Since αej is surjective, the rangemost edge of
β is not ej. Therefore β is a path in the tree Es,η,ej . Since G is treelike at η, all edges of
β must point towards s(ej). But then s(ν) does not lie on η, a contradiction.

We now assume that (c) holds. We first claim that if β = β1 . . . βk ∈ r(e)Γ∗s(e) is a
reduced path, then βk = e. Suppose not for contradiction; say β1 . . . βk ∈ r(e)Γ∗s(e) is
a reduced path with βk 6= e. Then each βi is an edge in Es,e because βk . . . β1 ∈ s(e)Γ∗
with βk 6= e. Now βk . . . β1e is a cycle in Es,e, which contradicts that Es,e is a tree. So the
claim holds.

We now claim that ξ ∈ r(e)∂WG from (c) cannot flow to e, which we prove by con-
tradiction. Let ξ = h1f1h2f2 . . . . First suppose that ξ can flow to e in the sense of
Lemma 5.4(1): there are i and a reduced G-word ν = g1ν1 . . . gnνngn+1 with r(ν) = s(e),
s(ν) = r(fi), |ν| ≥ 1, and such that 1eν1fi has no cancellation. Since αe is surjective we
know that ν1 6= e. Consider f1 . . . fi−1νn . . . ν1 ∈ r(e)Γ∗s(e). Since e does not lie on ξ, the
reduction of this path is a reduced path in r(e)Γ∗s(e) whose sourcemost edge is not e.
But this contradicts the previous claim, so we must have that ξ cannot flow to e in the
sense of Lemma 5.4(1).

Now suppose that ξ can flow to e in the sense of Lemma 5.4(2); say, r(fi) = s(e)
and fi 6= e. Then the reduction of f1 . . . fi−1 ∈ r(e)Γ∗s(e) is a reduced path in r(e)Γ∗s(e)
whose sourcemost edge is not e. But this again contradicts the previous claim, so we must
have that ξ cannot flow to e in the sense of Lemma 5.4(2). Finally, we know that ξ cannot
flow to e in the sense of Lemma 5.4(3), because αe is surjective. Hence ξ ∈ r(e)v∂XG
cannot flow to e. This completes the proof of the “if” direction.

We now prove the “only if” direction. Suppose ξ ∈ ∂WG, e ∈ Γ1 and ξ cannot flow to e.
Let γ1 . . . γk be a path in Γ∗ with r(γ1) = s(e) and s(γk) = r(ξ). Let ξ′ be the reduction
of 1γ1 . . . 1γkξ to an infinite G-path. Then r(ξ′) = s(e). Moreover, since ξ cannot flow to
e, it follows that ξ′ cannot flow to e. It then follows that e does not lie on ξ′, and that
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ξ′ ∈ Z(1e). Therefore, replacing ξ with ξ′ if necessary, we may assume in addition that
ξ ∈ Z(1e). We let ξ = h1f1h2f2 . . . , so that h1f1 = 1e.

It now follows that αe is surjective. Suppose for contradiction that there is 1 6= g ∈ Σe.
Then ν = g satisfies Lemma 5.4(1) for e and ξ, a contradiction.

Now we must prove that (a), (b) or (c) holds. We will treat (a) and (b) together.
Suppose that e lies on a minimal cycle η = e1 . . . en ∈ Γ∗; say e = e1. We will interpret
the indices on the edges of η modulo n. We first show that ei does not lie on ξ for all i. We
already know this for i = 1. If ek lies on ξ with k > 1, say ek = fj, then ν = 1e2 . . . 1ekhj+1

satisfies Lemma 5.4(1) for e and fj+1, a contradiction.
We next show that αei is surjective for all i. Suppose for contradiction that there is

1 6= g ∈ Σej for some j. Then j > 1. Now ν = 1e2 . . . 1ejgej . . . 1e2 satisfies Lemma 5.4(1)
for e and ξ, a contradiction.

Next, we claim that the only reduced paths in r(e)Γ∗r(e) are multiplies of η and η.
Suppose for contradiction that this is not the case. Then there are 1 ≤ i ≤ j with j−i < n,
and a reduced path β1 . . . β` ∈ s(ei)Γ

∗r(ej) with β1 6= ei, ei+1 and β` 6= ej−1, ej. Then
ν = 1e2 . . . 1ei1β1 . . . 1β`1ej−1 . . . 1e2 satisfies Lemma 5.4(1) for e and ξ, a contradiction.
This establishes the claim. It follows that each Es,η,ei (or Es,e if η is a loop) is a tree. For
convenience, we let Es,η,ei denote Es,e in the case that η is a loop. For vertices x and y in
E0
s,η,ei

we will let [x, y] = 1γ1 . . . 1γp, where γ1 . . . γp is the unique reduced path in E∗s,η,ei
with r(γ1) = x and s(γp) = y.

To complete the proof of (a) or (b) we must show that for each i, and for every edge
f in Es,η,ei that points towards s(ei), we have that αf is surjective. Suppose for con-

tradiction that f ∈ E1
s,η,ej

points towards s(ej) and that there is 1 6= g ∈ Σf . Then

ν = 1e2 . . . 1ej[s(ej), r(f)]1fgf [r(f), s(ej)]1ej−1 . . . 1e2 satisfies Lemma 5.4(1) for e and ξ,
a contradiction.

Now suppose that e does not lie on any minimal cycle in Γ∗. In this case e is not an edge
of Es,e. We show that Es,e is a tree. Suppose for contradiction that Es,e contains a reduced
cycle β1 . . . βm. Let δ1 . . . δp be a reduced path in E∗s,e with r(δ1) = s(e), s(δp) = r(βk) for
some k, and such that δi 6= βj for all i and j. Relabeling, we may assume k = 1. Then

ν = 1δ1 . . . 1δp1β1 . . . 1βm1δp . . . 1δ1 satisfies Lemma 5.4(1) for e and ξ, a contradiction.
Finally, let f be an edge of Es,e pointing towards s(e). We use the same notation as

in cases (a) and (b) for paths in the tree Es,e. We show that αf is surjective. Suppose

for contradiction that there is 1 6= g ∈ Σf . Then ν = [s(e), r(f)]1fgf [r(f), s(e)] satisfies
Lemma 5.4(1) for e and ξ, a contradiction. �

Remark 5.10. The last condition (c) in the statement of Theorem 5.9 can be expressed
without mentioning infinite paths. Namely, there exists ξ ∈ r(e)∂WG not containing e if
and only if Es,e either is infinite, contains a cycle, or contains a path γ such that αγ and
αγ are both not surjective (where αγ = αe with e the rangemost edge of γ).

The characterisation of nonminimality in Theorem 5.9 can be simplified.

Theorem 5.11. The action of π1(G, v) on v∂XG is not minimal if and only if one of the
following holds:

(c’) There is an edge e ∈ Γ1 such that αe is surjective, e does not lie on any minimal
cycle of Γ, G is treelike at e, and there exists ξ ∈ r(e)∂WG such that e does not lie
on ξ; or

(d) Γ is a minimal cycle e1e2 · · · en such that αei is surjective for all i.
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Proof. We show that the hypotheses of the theorem are equivalent to those of Theorem
5.9. If (c’) holds, then αe is surjective and (c) holds. If (d) holds then either (a) or (b)
holds (and αe is surjective, in case (a)).

Conversely, if either (a) or (b) holds, and either Es,e, or Es,η,ei for some i, is nontrivial,
then any edge in Es,e, respectively Es,η,ei , satisfies (c’). If Es,e, respectively Es,η,ei for all
i, is trivial, then we are in case (d). If (c) holds, then since αe is assumed surjective we
have that (c’) holds. �

If the action is minimal, then we can say more about G in the presence of nontrivial
treelike behaviour.

Proposition 5.12. Suppose that the action of π1(G, v) on v∂XG is minimal, there is
e ∈ Γ1 such that G is treelike at e, and Es,e is nontrivial. Then Γ is an infinite ray
e1e2 · · · , and αei is surjective for all i.

To prove this result we use the following lemma.

Lemma 5.13. Suppose that the action of π1(G, v) on v∂XG is minimal, there is e ∈ Γ1

such that G is treelike at e, and Es,e is nontrivial. Then the following hold.

(1) e does not lie on any cycle of Γ.
(2) αe is surjective.
(3) |Γ1r(e)| ≤ 2.
(4) If Γ1r(e) = {e, e′} with e′ 6= e, then G is treelike at e′.

Proof. Let f ∈ s(e)E1
s,e.

For (1), note that if e lies on a cycle γ, then ξ = γ∞ and any edge of E1
s,e pointing

towards s(e) satisfies Theorem 5.11(c’), contradicting minimality.
For (2), suppose for contradiction that αe is not surjective. Let 1 6= g ∈ Σe. We

claim that αe is surjective. For suppose not. Let 1 6= h ∈ Σe. Put ξ = 1e(hege)∞ ∈
r(e)∂WG. Then ξ and f satisfy Theorem 5.11(c’), contradicting minimality. Therefore
αe is surjective. Now, nonsingularity of G implies that there is e2 ∈ Γ1r(e) with e2 6= e.
We claim that αe2 is surjective. For if not, let 1 6= h ∈ Σe2 . Let ξ2 = 1e(1e2he21ege)∞.
Then ξ2 and f satisfy Theorem 5.11(c’), contradicting minimality. Repeat this process to
obtain e3, e4, . . ., and put ξ∞ = 1e1e21e3 · · · ∈ r(e)∂WG. Then ξ∞ and f satisfy Theorem
5.11(c’), contradicting minimality. Hence we must have αe surjective.

For (3), suppose for contradiction that |Γ1r(e)| > 2. Then there are f1 6= f2 ∈
Γ1r(e) \ {e}. If either f1 or f2 is the rangemost edge of an infinite reduced path in
Γ, say f1d1d2 · · · ∈ Γ∞, then ξ = 1e1f11d11d2 · · · and f satisfy Theorem 5.11(c’), contra-
dicting minimality. Therefore neither f1 nor f2 has this property. It follows that Es,f1 and
Es,f2 are finite trees. We will write [x, y] for the unique reduced path between vertices x

and y in one of these trees. For i = 1, 2 choose wi ∈ E0
s,fi

such that |wiEs,fi | = 1. Let

f ′i be the sourcemost edge of [r(e), wi]. By nonsingularity of G we must have that αf ′i
is

not surjective. Let 1 6= gi ∈ Σf ′i
. Put ξ′ = 1e([r(e), w1]g1[w1, r(e)][r(e), w2]g2[w2, r(e)])

∞.

Then ξ′ and f satisfy Theorem 5.11(c’), contradicting minimality. So |Γ1r(e)| ≤ 2.
Finally, for (4), let Γ1r(e) = {e, e′} with e′ 6= e. By (3), and the definition of Es,e′ , we

have that E1
s,e′ = E1

s,e ∪ {e, e}. Then by (2) we have that G is treelike at e′. �

Proof of Proposition 5.12. If |Γ1r(e)| = 2, let e 6= f1 ∈ Γ1r(e). By Lemma 5.13 it follows
that f1 also satisfies the hypotheses of Lemma 5.13. Repeating this argument with f1,
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we have either that Γ1r(f1) = {f1}, or that Γ1r(f1) = {f1, f2} with f2 6= f1, and that
f2 satisfies the hypotheses of Lemma 5.13. If this process repeats indefinitely, let ξ =
1e1f11f2 · · · , and let f be as in the proof of Lemma 5.13. Then ξ and f satisfy Theorem
5.11(c’), contradicting minimality. Therefore there is n ≥ 0 such that Γ1r(fn) = {fn}.
By Lemma 5.13 we know that G is treelike at fn. To finish the proof, we show that Γ
is an infinite ray fnfn−1 · · · f1e · · · . For this, it suffices to show that Γ has no branching.
Suppose to the contrary that d1, d2 ∈ Γ1 both point toward r(fn), and satisfy r(d1) =
r(d2). Let ξ ∈ Z(1fn1fn−1 · · · 1d1). Then ξ and d2 satisfy Theorem 5.9(c’), contradicting
minimality. �

5.2. Local contractivity. Recall that the action of a discrete group Λ on a locally
compact Hausdorff space Y is locally contractive (called locally contracting in [3], and
local boundary action in [32]) if for every nonempty open set U ⊆ Y there is an open set
V ⊆ U and λ ∈ Λ such that λV ( V . In this section, we give a sufficient condition for
the action of π1(G, v) on v∂XG to be locally contractive. We begin with some definitions.

Definition 5.14. We say a G-path g1e1 . . . gnen is repeatable if r(e1) = s(en) and g1e1 6=
1en.

So a repeatable G-path is a reduced G-loop which ends with an edge and is such that
concatenation with itself has no cancellation.

Definition 5.15. We say that a reduced G-loop of the form η = g1f1 . . . gmfm has an
entrance at s(fi) if ∑

r(f)=s(fi)

|Σf | ≥ 3.

Note that this means that there exists f ∈ Γ1 with r(f) = s(fi) and h ∈ Σf such that

hf 6= gi+1fi+1, 1fi.

Theorem 5.16. The action of π1(G, v) on v∂XG is locally contractive if for every edge
e ∈ Γ1 there is a repeatable G-path η with an entrance, so that η contains an edge that
can flow to e.

The idea of the proof is as follows. A repeatable G-path η defines both an element of
π1(G, v) and a cylinder set Z(η). Moreover, it is clear that ηZ(η) ⊆ Z(η). If in addition
η has an entrance, then it can be shown that the containment is proper. The trick in the
proof is to access this phenomenon inside an arbitrary cylinder set. (This technique is
fairly standard in C∗-theory; see, for example, [31], although that paper was written with
the pre-Australian convention on paths in a graph.)

Proof. Let U be a nonempty open subset of v∂XG. Let µ be a G-path such that Z(µ) ⊆ U ,
and let e be the source-most edge of µ. Let η = g1f1 . . . gmfm be a repeatable G-path as in
the statement. Without loss of generality assume that f1 can flow to e, and that η has an
entrance at s(fi). Let f ∈ Γ1 with r(f) = s(fi) and h ∈ Σf be such that hf 6= gi+1fi+1,

1fi.
Suppose first that (1) of Lemma 5.4 holds. Then there is a reduced G-word ν such

that r(ν) = s(e), s(ν) = r(f1), |ν| ≥ 1, and the concatenation 1eν1f1 has no cancella-
tion. Upon replacing ν by νg for an appropriate choice of g, we may assume that the
concatenation µνη has no cancellation. Let γ = µνην−1µ−1 ∈ π1(G). Let V = Z(µνη),
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where by µνη we mean the reduced form of the concatenation of µ, ν and η, and with
the last group element removed. Then V is a compact-open subset of U . We have that
γV = Z(µνηη) ⊆ V . We show that the containment is proper. Let η1 = g1f1 . . . gi−1fi−1,
η2 = gifi . . . gkfk (and if i = 1 we set η1 = 1s(η) and η2 = η). Then Z(µνηη1hf) ⊆ V ,
since the concatenation ηη1hf has no cancellation. Moreover, since µνηη1hf and µνηη
differ, γV ∩ Z(µνηη1hf) = ∅. Hence γV 6= V .

If f1 can flow to e in the sense of Lemma 5.4(2), then we apply the argument above to
ν = 1s(e). If f1 can flow to e in the sense of Lemma 5.4(3), then we choose 1 6= g ∈ Σf1

and we apply the argument above to ν = g. �

There is a strong connection between minimality and local contractivity.

Proposition 5.17. Let G = (G,Γ) be a locally finite nonsingular graph of countable
groups. If the action of π1(G) on v∂XG is minimal, then exactly one of the following
holds:

(1) the action is locally contractive;
(2) Γ is an infinite ray e1e2e3 . . . and each αei is surjective; or
(3) Γ is a finite ray e1e2 . . . en, |Σe1| = |Σen| = 2 and |Σf | = 1 for all f ∈ Γ1 \{e1, en}.

We already know from Proposition 5.12 that if the action is minimal and there is an
edge e such that G is treelike at e with Es,e a nontrivial tree, then G must be the infinite
ray from (2) above. To prove Proposition 5.17 we separate out the graphs of groups with
no nontrivial treelike behaviour at any edge. (Note that minimality is not assumed in the
next result.)

Lemma 5.18. Let G = (G,Γ) be a locally finite nonsingular graph of countable groups.
If there is no edge e ∈ Γ1 with G treelike at e and Es,e a nontrivial tree, then exactly one
of the following holds:

(1) the action is locally contractive;
(2’) Γ is a minimal cycle and αe is surjective for all edges e; or
(3) Γ is a finite ray e1e2 . . . en, |Σe1 | = |Σen| = 2 and |Σf | = 1 for all f ∈ Γ1 \{e1, en}.

Proof. We first note that the boundary in both cases (2’) and (3) only consists of two
points, and hence the action is not locally contractive. So (1), (2’) and (3) are mutually
exclusive.

We first assume that G contains a repeatable G-path η = h1f1 . . . hnfn with an entrance.
Fix an edge e ∈ Γ1. We claim that there is a repeatable G-path with an entrance that flows
to e. It is obvious that η flows to e in the case that s(e) = s(fj) for some j, and e 6= fj+1.

Now suppose e = fj for some j. Consider the path η′ := h′nfnh
′
n−1fn−1 . . . h

′
1f1, where

h′i := hi+1 (index mod n) if fi+1 = fi, or h′i := 1 otherwise. Then η′ is a repeatable G-path
with an entrance which obviously flows to e = fj. The last case to consider on e is when
s(e) is not a vertex on η. Choose j and a reduced G-word ν = g1e1 . . . gmem ∈ s(e)G∗r(fj)
such that ν1fj has no cancellation. If g1e1 6= 1e, then η flows to e via ν. If g1e1 = 1e and
|Σe| ≥ 2, then choose 1 6= g ∈ Σe and use gν to see that η flows to e. If |Σe| = 1, then the
nonsingularity of G means that there is an edge f ∈ Γ1 \ {e} with r(f) = s(e). Since G is
not treelike at f with Es,f nontrivial, we can choose a reduced G-word β with range and
source s(f). (Note that β can be chosen to be a nontrivial element in Σf if G is treelike

at f and Es,f = {s(f)}.) We see that η flows to e via 1fβ1fν. This completes the proof
of the claim. We can now use Theorem 5.16 to see that the action is locally contractive.
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Now suppose that G does not contain a repeatable G-path with an entrance. We first
suppose Γ contains a minimal cycle e1 . . . en. Then 1e1 . . . 1en is a repeatable G-path.
Since this G-path cannot have an entrance, we must have Γ1 = {ei, ei : 1 ≤ i ≤ n}, and
each αei and αei surjective. So we are in case (2’). Now suppose that Γ does not contain
any minimal cycles; that is, Γ is a tree. Because of the assumptions on G, there must
exist a ray f1 . . . fm in Γ with |Σf1|, |Σfm

| ≥ 2. With 1 6= g ∈ Σf1 and 1 6= h ∈ Σfm
,

the G-path gf11f2 . . . 1fmhfm1fm−1 . . . 1f1 is repeatable. Since this G-path cannot have
an entrance, we must have Γ1 = {fi, fi : 1 ≤ i ≤ m}, |Σf1|, |Σfm

| = 2, and αf surjective

for all f ∈ Γ1 \ {e1, em}. So we are in case (3). �

Proof of Proposition 5.17. We know from the proof of Lemma 5.18 that the finite ray in
(3) is not locally contractive. In the case of (2) we take v to be the range of the infinite
ray, and then since each αei is surjective, the fundamental group can be identified with
the vertex group Gv. The action of this vertex group does not map cylinder sets properly
inside themselves, and hence the action is not locally contractive. So (1), (2) and (3) are
mutually exclusive.

We assume that the action is minimal. We know immediately from Theorem 5.11 that
case (2’) of Lemma 5.18 cannot hold. We know from Proposition 5.12 that if G is treelike
at an edge e with Es,e nontrivial, then (2) holds. We know from Lemma 5.18 that if there
is no such edge, then (1) or (3) must hold. �

5.3. Topological freeness. We recall the following definition from [6].

Definition 5.19. The action of a discrete group Λ on a compact Hausdorff space Y is
topologically free if for each t ∈ Λ \ {1} we have that {y ∈ Y : ty 6= y} is dense in Y .

The importance of topological freeness can be seen from the Corollary to Theorem 2
in [6]: the reduced C∗-algebra C(Y ) or Λ is simple if and only if the action of Λ on Y is
minimal and topologically free.

It follows that if Λ is countable then the action is topologically free if the set of points in
Y having trivial isotropy is dense in Y . It seems to be a difficult problem to characterise
graphs of groups whose fundamental group acts topologically freely on the boundary of
the Bass–Serre tree. We are able to give definitive results in two special cases, that of
graphs of groups with trivial vertex groups (Section 6) and generalised Baumslag–Solitar
groups (Section 7).

We now describe a family of actions called odometers; these actions are free, in the
sense that every point has trivial isotropy. After our discussion on odometers, we present
an example to illustrate that topological freeness is independent of minimality.

Example 5.20. Let G0 be a discrete group, and let G0 ⊇ G1 ⊇ G2 ⊇ · · · be a decreasing
sequence of subgroups of finite index. We insist that [G0 : G1] > 1, but allow [Gi−1 : Gi] =
1 for i > 1. We consider the graph Γ that is an infinite ray: Γ1 = {ei, ei : i ≥ 1} with
s(ei) = r(ei+1) for all i, and r(ei) 6= r(ej) when i 6= j. For i ≥ 1 we set Gs(ei) = Gei := Gi,
and Gr(e1) := G0. We let αei be the inclusion of Gi into Gi−1, and αei be the identity
map. The boundary v∂XG can then be realised as the inverse limit

lim←− G0/Gi = {(xiGi)
∞
i=0 : xi ∈ G0, x

−1
i xi+1 ∈ Gi, i ≥ 0}.

Let v = r(e1). Since αei is surjective for all i, the only reduced G-words based at v
are those of length zero. Thus π1(G, v) = G0. The action of G0 on v∂XG is given by
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t · (xiGi)
∞
i=0 = (txiGi)

∞
i=0. Actions of this type are called subodometers (see [18]). We

will refer to such graphs of groups as subodometer graphs of groups. There is a map of
G0 → v∂XG having dense range, given by t ∈ G0 7→ (tGi)

∞
i=0. Thus the action of G0 is

effective if
⋂∞
i=0Gi = {1} (i.e. if G0 is residually finite; see [18] Definition 1). We give a

simple characterisation of effective subodometer graphs of groups.

Proposition 5.21. Let G0 ⊇ G1 ⊇ · · · define a subodometer graph of groups G. Let H =⋂∞
i=0Gi. Then G is effective if and only if

⋂
x∈G0

xHx−1 = {1}. (This last intersection is
called the normal core of H.)

Proof. We first prove the if direction. Let t ∈ G\{1}. If t 6∈ H then t·(Gi)
∞
i=0 = (tGi)

∞
i=0 6=

(Gi)
∞
i=0. Hence t does not act as the identity. If t ∈ H then by hypothesis there is x ∈ G0

such that x−1tx 6∈ H. Then there is j such that x−1tx 6∈ Gj, i.e. such that txGj 6= xGj.
Then t · (xGi)

∞
i=0 6= (xGi)

∞
i=0, and hence t does not act as the identity. For the only if

direction, suppose that the normal core of H is nontrivial. Let 1 6= t ∈
⋂
x∈G0

xHx−1.
Then tx ∈ xH ⊆ xGi for all x ∈ G0 and all i. But then txGi = xGi for all x and i. It
follows that t acts trivially on v∂XG. �

Remark 5.22. We also note that by Theorem 5.11 the action of G0 on v∂XG is minimal
(see also [18] section 3.1). If the Gi are normal subgroups of G0, the dynamical system
(v∂XG, G0) is called an odometer (and G is an odometer graph of groups). In this case,
the map G0 → v∂XG from Example 5.20 is a homomorphism. It follows that if the Gi

are normal subgroups then the action is topologically free if and only if the action is free,
if and only if G0 → v∂XG is injective, if and only if

⋂∞
i=0Gi = {1}.

Proposition 5.23. Let G be a subodometer graph of groups. Then C(v∂XG) or π1(G, v)
has a faithful tracial state.

Proof. For each i we denote normalised counting measure on G0/Gi by µi. The quotient
maps qi : G0/Gi+1 → G0/Gi satisfy qi∗(µi+1) = µi (where qi∗ is the push-forward map
on measures: qi∗(ν) = ν ◦ q−1

i ). Then µ = lim←−µi is a probability measure on v∂XG
with full support and invariant for the action of G0, and hence integration against µ
is a faithful state on C(v∂XG). We compose with the faithful conditional expectation
E : C(v∂XG) or G0 → C(v∂XG) to obtain a faithful tracial state τ =

∫
E(·) dµ. �

Corollary 5.24. Let G be a subodometer graph of groups. Then G0 acts amenably on
v∂XG if and only if G0 is amenable.

Proof. If G0 is amenable then any action of G0 is amenable ([38], II.3.10). Conversely,
suppose that the action is amenable. Since the action admits a finite invariant measure,
by the proof of Proposition 5.23, Proposition 4.3.3 of [46] implies that G0 is amenable. �

Corollary 5.25. Let G be a subodometer graph of groups with π1(G, v) (= G0) amenable.
Then C∗(G) is stably finite.

Finally, we consider the special case of odometers where G0
∼= Z (and hence Gi

∼= Z for
all i); these are the classic odometers (see [20], VIII.4, although we allow [Gi : Gi+1] = 1).
It is clear that

⋂∞
i=0Gi is trivial if and only if [Gi : Gi+1] > 1 for infinitely many i, and

in this case the action is free (and minimal). Moreover since Z is an amenable group, the
action on the boundary is amenable. In fact, the C∗-algebras obtained from such graphs
of groups are well-known.
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Proposition 5.26. Let G be an odometer graph of groups with Gi
∼= Z for all i and

[Gi : Gi+1] > 1 for infinitely many i. Then C(v∂XG) o π1(G, v) is a Bunce–Deddens
algebra.

Proof. This follows from [20], section VII.4, after we observe that the C∗-algebras are
unchanged if we delete edges ei of Γ for which αei is surjective. �

We remark also that the Bunce–Deddens algebras are simple, nuclear, stably finite,
tracial C∗-algebras.

Example 5.27. We give an example of an effective graph of groups whose associated action
on the boundary of its Bass–Serre tree is minimal, but not topologically free. We first
present the tree, X, and an action of a group, Λ. Let

X0 = {v} ∪ {xi,m : i ∈ Z/2Z, m ∈
⋃
n≥0

Z/2n+1Z}

X1 = {ei,m : i ∈ Z/2Z, m ∈
⋃
n≥0

Z/2n+1Z}

s(ei,m) = xi,m

r(ei,m) =

{
xi,m+2nZ, if m ∈ Z/2n+1Z
v, if m = Z.

The portion of the tree with n ≤ 2 is pictured here:

v x0,Z

x0,2Z

x0,1+2Z

x0,4Z

x0,2+4Z

x0,1+4Z

x0,3+4Z

x1,Z

x1,2Z

x1,1+2Z

x1,4Z

x1,2+4Z

x1,1+4Z

x1,3+4Z

e0,Z

e0,2Z

e0,1+2Z

e0,4Z

e0,2+4Z

e0,1+4Z

e0,3+4Z

e1,Z

e1,2Z

e1,1+2Z

e1,4Z

e1,2+4Z

e1,1+4Z

e1,3+4Z

Define automorphisms a and b of X by av = v, axi,m = xi+1,m, bv = v, bx0,m = x0,m+1,
and bx1,m = x1,m. We let Λ be the subgroup of Aut(X) generated by a and b. Let Xi, i ∈
Z/2Z be the subtree with vertices {xi,m : m arbitrary}. It is clear that ∂X = ∂X0 t ∂X1,
that b acts trivially on X1, that a interchanges X0 and X1, and that aba acts trivially
on X0. We may identify a finite path e0,Ze0,m1e0,m2 · · · in X0 with the nested sequence
Z ⊇ m1 ⊇ m2 ⊇ · · · of cosets. Then ∂X0 is identified with the 2-adic integers Z2. It is
clear that b acts on ∂X0 as · + 1; this is an example of an odometer as in Proposition
5.26. Thus the C∗-crossed product C(Z2)oZ is isomorphic to the Bunce–Deddens algebra
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denoted BD(2∞), a simple C∗-algebra ([20]). Similarly, aba acts as · + 1 on ∂X1
∼= Z2.

Thus we may write ∂X = Z/2Z×Z2, and then b · (i, ξ) = (i, ξ+1) if i = 0, b · (i, ξ) = (i, ξ)
if i = 1, and a · (i, ξ) = (i + 1, ξ). Since the element b acts freely and minimally on ∂X0,
the element aba acts freely and minimally on ∂X1, and the element a interchanges the
two parts of the boundary, it is immediate that Λ acts minimally and effectively on ∂X.
However, each point of ∂X0 is fixed by aba, and each point of ∂X1 is fixed by b. Thus the
action is not topologically free.

Now we identify the graph of groups corresponding to this action. It is easily seen that
the stabiliser groups of the vertices are given as follows. The group Λx0,m is free abelian
on generators aba and b2n , if m ∈ Z/2nZ, while Λx1,m is free abelian on generators b and
(aba)2n , if m ∈ Z/2nZ, and Λv = Λ ∼= Z2 o Z/2Z (since v is a global fixed point of Λ).
We describe the quotient graph by letting en = Λ · ei,m for any i and any m ∈ Z/2nZ,
un = s(en), v = Λ · v = r(e0), and r(en) = un+1. The vertex groups are given by Gv = Λ
and Gun = Z2. The edge groups are given by Gen = Z2, with edge maps αe0 = inclusion,
αen = identity for n ≥ 0, αen = ( 2 0

0 1 ) for n > 0. Here is a sketch of the graph of groups
(it is an odometer in the sense of Example 5.20):

Z2 o Z
2Z Z2 Z2 Z2

i
Z2

( 1 0
0 1 ) ( 2 0

0 1 )
Z2

( 1 0
0 1 ) ( 2 0

0 1 )
Z2

( 1 0
0 1 )

We note that the effectiveness of G can be easily seen using Propositon 5.21. Finally, we
identify the C∗-algebra

C(∂X) o Λ = C(∂X) o (Z2 o Z/2Z) =
(
C(∂X) o Z( 1

0 ) o Z( 0
1 )
)
o Z/2Z.

We have already observed that C(Z2) o Z ∼= BD(2∞). On the other hand, for any
C∗-algebra A, if Z acts trivially on A then Ao Z ∼= A⊗ C∗(Z) ∼= A⊗ C(T). Then

C(∂X) o Z( 1
0 ) ∼= (C(Z2)⊕ C(Z2)) o Z( 1

0 ) ∼= BD(2∞)⊕ (C(Z2)⊗ C(T)).

Similarly,

C(∂X) o Z( 1
0 ) o Z( 0

1 ) ∼= (BD(2∞)⊕ (C(Z2)⊗ C(T))) o Z( 0
1 )

∼= (BD(2∞)⊗ C(T))⊕ (BD(2∞)⊗ C(T)).

Since Z/2Z acts by interchanging the two summands, we have

C(∂X) o Λ ∼= M2 ⊗BD(2∞)⊗ C(T).

Remark 5.28. In Section 4 of [13], Broise-Alamichel and Paulin fix a locally finite tree T
and a discrete subgroup Λ of Aut(T ) which admits a Patterson–Sullivan measure (µv)v∈T 0

of positive finite dimension, so that the fixed point sets of nontrivial elliptic elements of
Λ in the boundary of T have µv-measure zero. In Remarque 4.1, they prove that this
zero measure condition is true when T is a uniform tree, Λ is a (uniform or nonuniform)
lattice in Aut(T ), and an additional hypothesis on the elliptic elements of Λ holds. (See
Remark 2.17 for the characterisation of lattices in Aut(T )).

Let G = (Γ, G) be a locally finite graph of groups with fundamental group Λ := π1(G, v)
and Bass–Serre tree T . We suppose G is a graph of trivial groups. Then Λ is a free
subgroup of Aut(T ), of rank equal to the first Betti number of the graph Γ. Now a
necessary condition for the existence of Patterson–Sullivan measure on Λ is that the
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critical exponent of Λ is finite and positive (see [13]); under our assumption that G is a
graph of trivial groups, this condition holds if and only if the first Betti number of Γ is finite
and greater than one. Free groups have no nontrivial elliptic elements, hence if Λ admits
a Patterson–Sullivan measure then the zero measure condition of [13] is vacuously true.
Note that Λ will be a lattice in Aut(T ) if and only if the underlying graph Γ is finite, in
which case Λ is a uniform lattice. On the other hand, a GBS graph of groups (see Section 7)
has infinite vertex groups, so its fundamental group is not discrete in Aut(T ). Since [13]
establishes topological freeness for certain discrete subgroups of Aut(T ), including certain
lattices containing torsion, the overlap of our topological freeness results with theirs is
the case of graphs of trivial groups where the underlying graph Γ has finite Betti number
greater than one. (Recall that the Betti number of Γ is the cardinality of the set of edges
in the complement of any maximal subtree in Γ.) Such a Γ could be a finite or an infinite
graph.

5.4. Amenability. For minimality, topological freeness and local contractivity of an ac-
tion to be useful properties for the corresponding full crossed product, we need the action
to be amenable, and hence the crossed product nuclear. In our setting we can use results
of [14] to find a large class of graphs of groups whose fundamental group acts amenably
on the boundary.

Theorem 5.29. Let G = (Γ,G) be a locally finite nonsingular graph of countable groups.
If each vertex group Gv is amenable, then the action of the fundamental group π1(G, v)
on the boundary v∂XG is amenable, and hence C∗(G) is nuclear.

Proof. The result follows directly from Theorem 4.1, [14, Proposition 5.2.1] and [14,
Lemma 5.2.6]. �

In fact, the locally finite and nonsingular assumptions are not needed to apply the
results of [14] to see that the action is amenable (although the definition of v∂XG must
be adjusted for the non-locally finite case).

6. Graphs of trivial groups

In this section we consider graphs of trivial groups, and the action of their fundamental
group, which will always be a free group, on the boundary of the Bass–Serre tree. For
G = (G,Γ) a graph of trivial groups, we use Γ in place of G in our notation; so the
fundamental group, boundary and graph of groups algebra are denoted π1(Γ, v), v∂XΓ

and C∗(Γ), respectively. We start by characterising when the action of π1(Γ, v) on v∂XΓ

is topologically free. We then prove that all simple C∗(Γ) are necessarily UCT Kirchberg
algebras.

6.1. Topological freeness for graphs. We have the following characterisation of topo-
logical freeness:

Theorem 6.1. Let Γ be a nonsingular locally finite graph, and let v ∈ Γ0. The action of
π1(Γ, v) on v∂XΓ is topologically free if and only if Γ is not a minimal cycle.

To prove this result we need a lemma, whose proof is omitted, since it follows from the
definition of the fundamental group in the case of a graph of trivial groups together with a
basic result in algebraic topology (see, for instance, Proposition 1A.2 of the reference [23]).
First recall that if T is a maximal subtree of the graph Γ, and e ∈ Γ1, then ε(e) =
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[v, r(e)]e[s(e), v]. (Since all vertex groups are trivial, there can be no confusion from our
use of a path in Γ to denote an element of the fundamental group.) If e1, . . ., ek ∈ Γ1

then

ε(e1) · · · ε(ek) = [v, r(e1)]e1[s(e1), r(e2)]e2 · · · [r(ek−1), s(ek)]ek[s(ek), v].

Also recall from, say, [42], that an orientation of a graph Γ is a set Γ+ ⊆ Γ1 such that for
each e ∈ Γ1 exactly one of e and e belongs to Γ+.

Lemma 6.2. Let Γ be a graph, T a maximal subtree, B = Γ1 \T 1, and Γ+ an orientation
for Γ. Fix v ∈ Γ0. Let G = π1(Γ, v) = vΓ∗v. Then G is freely generated by {ε(e) : e ∈ B}.

Proof of Theorem 6.1. If Γ is a minimal cycle, γ, then v∂XΓ = {γ∞, γ∞}, and π1(Γ, v) ∼=
Z acts trivially. Conversely, suppose that Γ is not a minimal cycle. The proof de-
pends on the fundamental group of Γ. Let T and B be as in Lemma 6.2. If π1(Γ, v)
is trivial, then all points of v∂XΓ have trivial isotropy. Suppose next that π1(Γ, v)
is nonabelian. Then there exist e1, e2 ∈ B with e2 6= e1, e1. Let µ ∈ vΓ∗. Write
µ = [v, r(f1)]f1[s(f1), r(f2)]f2 · · · [s(fk−1), r(fk)]fk[s(fk), s(µ)], with fi ∈ B and fi+1 6= fi.
Let d be the sourcemost edge of µ. If Γ is treelike at d, choose ξ0 ∈ s(d)E∞s,d, and set
ξ = µξ0. Then ξ ∈ Z(µ). Since ξ0 is an infinite path in a tree, its edges are all distinct,
hence the sequence of edges is aperiodic. (Recall that a sequence y1y2 . . . is aperiodic
if ymym+1 · · · = ynyn+1 . . . =⇒ m = n.) Therefore ξ has trivial isotropy. If Γ is not
treelike at d, then Es,d contains a cycle, hence an edge f ∈ B. Let β ∈ s(d)E∗s,dr(f) be

a shortest path. Choose an aperiodic sequence (i1, i2, . . .) ∈ {1, 2}∞ such that ei1 6= f .
Put ξ = µβfε(ei1)ε(ei2) · · · . Then ξ ∈ Z(µ), and again, since the sequence of edges in ξ
is eventually aperiodic, the isotropy at ξ is trivial.

Finally we suppose that π1(Γ, v) is infinite cyclic. Then there is e ∈ Γ1 such that
B = {e, e}. Choose v = r(e). Since ε(e) is a minimal cycle there must be an edge f not
lying on ε(e) or ε(e). Note that if f can flow to e, then also f can flow to e (if η is a
minimal path from r(f) to a vertex in ε(e), then e[s(e), r(η)]ηf and e[v, r(η)]ηf are both
reduced paths).

We claim that f and f cannot both flow to e. For if they do, we see from Lemma 5.4
that there are ν1, ν2 ∈ Γ∗ such that eν1fν2 e has no cancellation. Choosing ν1 and ν2 as
short as possible, we may assume that e does not lie on ν1 or on ν2. If e lies on ν1, we
may write ν1 = ν ′1eν

′′
1 , where e does not lie on ν ′1. Then ν ′1 is a cycle, hence must contain

an edge from B different from e and e, a contradiction. Similarly, e does not lie on ν2.
Then ν1fν2 is a cycle, hence contains an edge from B different from e and e, again a
contradiction. This establishes the claim. For definiteness suppose that f cannot flow to
e (and hence, nor to e). Then Γ is treelike at f , since a cycle in Es,f would contain an
element of B different from e and e.

Now we prove that the action is topologically free. Let µ = e1 · · · en ∈ vΓ∗. First
suppose that en does not lie on ε(e) or ε(e). Since r(µ) = v, it is clear that en can flow
to e. Therefore en cannot flow to e, hence Γ is treelike at en. Let ξ0 ∈ s(en)E∞s,en , and
set ξ = µξ0. Then ξ ∈ Z(µ), and since the edges of ξ0 are all distinct, the isotropy at
ξ is trivial. Next suppose that en lies on ε(e) (for definiteness). Let f be an edge not
lying on ε(e) or ε(e) such that f cannot flow to e. Then f flows to e. Choose a shortest
path β with s(β) = r(f) and r(β) on ε(e). We may write ε(e) = γ1γ2γ3, where en is the
sourcemost edge of γ1, and s(γ2) = r(β). Let ξ0 ∈ s(f)E∞s,f and put ξ = µγ2βfξ0. Then
ξ ∈ Z(µ) and the isotropy at ξ is trivial. �
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Corollary 6.3. Let Γ be a nonsingular locally finite graph. If the action of π1(Γ, v) on
v∂XΓ is minimal, then it is also topologically free.

Proof. This follows from Theorem 5.11(d) and Theorem 6.1. �

6.2. C∗-algebras associated to graphs. Let Γ be a nonsingular locally finite graph.
As observed in Section 5.3, C∗(Γ) is simple if and only if the action of π1(Γ, v) on v∂XΓ

is minimal and topologically free. It follows from Corollary 6.3 that C∗(Γ) is simple
if and only if the action is minimal. For a nonsingular graph, conditions (2) and (3) of
Proposition 5.17 cannot occur, so if the action is minimal, then it is also locally contractive.
By Theorem 5.29 we know that C∗(Γ) is nuclear. Moreover, since C∗(Γ) is the C∗-algebra
of an étale groupoid, it satisfies the UCT ([45]). We have established the following.

Theorem 6.4. Let Γ be a nonsingular locally finite graph. If C∗(Γ) is simple it is a UCT
Kirchberg algebra.

Recall, as we did in Section 5.3, that the first Betti number of Γ is the cardinality of
the set of edges (not including reverse edges) in the complement of any maximal subtree
in Γ; alternatively, the cardinality of any free basis of the fundamental group.

Lemma 6.5. Let Γ be a nonsingular locally finite graph. The following are equivalent.

(1) C∗(Γ) is simple.
(2) The action of π1(Γ, v) on v∂XΓ is minimal.
(3) There are no edges at which G has a constant tree (in the sense of Definition 5.8),

and the fundamental group of Γ is nonabelian.

In this case C∗(Γ) is a Kirchberg algebra.

Proof. (1) ⇐⇒ (2) follows from [6] and Corollary 6.3. (2) =⇒ (3) follows from
Proposition 5.12 because if Γ has a constant tree, then Γ is a ray; but a ray is a singular
graph. For (3) =⇒ (2), suppose the action is not minimal. Theorem 5.11 gives two
alternatives. If (c’) holds, then there is an edge e not lying on a cycle such that Γ is
treelike at e. Then {e, e}∪Γs,e is a constant tree. If (d) holds then the first Betti number
of Γ equals one.

The final statement follows from Theorem 6.4. �

Corollary 6.6. Let Γ be a nonsingular locally finite graph with C∗(Γ) a simple C∗-algebra.
The first Betti number of Γ is finite if and only if Γ is finite.

The following theorem follows from calculations in [17] and [25].

Theorem 6.7. Let Γ be a nonsingular locally finite graph with C∗(Γ) a simple C∗-algebra.
Let 2 ≤ n ≤ ∞ be the first Betti number of Γ. Then C∗(Γ) is the UCT Kirchberg algebra
with K0 = Zn ⊕ Z/(n − 1)Z if n < ∞, K0 = Zn if n = ∞, and K1 = Zn. If Γ is finite,
then the class of the identity is the generator of the torsion subgroup of K0, while if Γ is
infinite, then C∗(Γ) is stable.

We remark on the contrast with C∗-algebras of directed graphs, that include all simple
AF algebras (up to stable isomorphism). It follows from the Kirchberg-Phillips classifica-
tion theorem ([11]) that C∗(Γ) is characterised up to isomorphism by K-theory (and the
position of the class of the unit). It follows from Theorem 6.7 that there are relatively few
Kirchberg algebras obtained from undirected graphs. (Again, this is a sharp contrast to
the case of directed graphs. Any pair of abelian groups can be realised as the K-groups
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of a Kirchberg algebra. If the K1 group is free abelian, the pair can be realised as the
K-theory of a Kirchberg algebra obtained from a directed graph [44].)

7. Generalised Baumslag–Solitar graphs of groups

A generalised Baumslag–Solitar graph of groups, or GBS graph of groups, is a graph of
groups G = (G,Γ) in which all edge and vertex groups are infinite cyclic. In contrast with
some of the literature, we allow the graph Γ to be infinite. In this section we characterise
the GBS graphs of groups for which the action of π1(G, v) on v∂XG is topologically free. A
precise statement is given in Theorem 7.5. We finish with some results on the C∗-algebras
associated to GBS graphs of groups.

7.1. Topological freeness for GBS graph of groups. Note that a GBS graph of
groups G = (G,Γ) is locally finite if and only if the graph Γ is locally finite. Throughout
this section we assume that G is a locally finite nonsingular GBS graph of groups.

Notation 7.1. We use the following notation:

(1) We use additive notation for the vertex and edge groups.
(2) Suppose that a generator has been chosen in each vertex and edge group. For

e ∈ Γ1 we let ωe denote the nonzero integer such that αe is given by multiplication
with ωe. Then |ωe| is independent of the choices of generators.

(3) For each e ∈ Γ1 we choose Σe = {0, 1, . . . , |ωe| − 1}.
(4) For q ∈ Q we let 〈q〉 denote the smallest positive denominator that can be used

to express q as a fraction.

Remark 7.2. The positive integer |ωe| is equal to the index [Gr(e) : αe(Ge)], which is
denoted i(e) in some other works using graphs of groups, such as Bass–Kulkarni [8] (note
that in [8], αe maps Ge into the initial vertex of the edge e).

We also need the following definition.

Definition 7.3. For a G-word γ = g1e1 . . . gnengn+1, we define the signed index ratio
q(γ) ∈ Q× by

q(γ) =
n∏
i=1

ωei
ωei

.

Note that q(γ1γ2) = q(γ1)q(γ2) when the G-paths γ1 and γ2 can be concatenated i.e. when
s(γ1) = r(γ2). In particular, q restricts to a homomorphism π1(G, v)→ Q×.

Remark 7.4. The signed index ratio q is related to maps appearing in other works
on graphs of groups and (generalised) Baumslag–Solitar groups. In Definition 6.3 of
Forester [22] and Section 2.3 of Clay–Forester [16], the restriction of q to the generalised
Baumslag–Solitar group π1(G, v) is termed the signed modular homomorphism. The anal-
ogous map on Baumslag–Solitar groups is denoted by ϕ in Kropholler [29]. In Section 1
of Bass–Kulkarni [8], which considers general locally finite graphs of groups, for e an edge
q(e) is defined to equal the positive rational i(e)/i(e). This map q is then extended to
edge-paths and pre-composed with the projection from π1(G, v) to the fundamental group
of the graph Γ to obtain a homomorphism π1(G, v)→ Q×>0.

We can now state our characterisation of topological freeness. Recall the notion that G
has a constant tree at an edge from Definition 5.8.
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Theorem 7.5. Let G be a locally finite nonsingular GBS graph of groups. The action of
π1(G, v) on v∂XG is topologically free if and only if the following conditions hold:

(1) G has no constant trees; and
(2) there exists ξ = g1e1g2e2 · · · ∈ ∂WG such that lim supn→∞〈q(γn)〉 = ∞, where

γn = g1e1 . . . gnen.

To prove Theorem 7.5 we need a series of results. We start with the effect of a group
element g “passing through” a G-word γ.

Lemma 7.6. Let γ = g1e1 . . . gnengn+1 be a G-word. Let g ∈ Gr(γ) and g′ ∈ Gs(γ) be such
that gγ = γg′. Then g′ = q(γ)g, and hence 〈q(γ)〉 divides g.

Proof. Let θ1 ∈ Ge1 and 0 ≤ τ1 < |ωe1 | be such that g + g1 = τ1 + ωe1θ1. Then

(g + g1)e1 = (τ1 + αe1(θ1))e1 = τ1e1αe1(θ1) = τ1e1(ωe1θ1).

Let θ2 ∈ Ge2 and 0 ≤ τ2 < |ωe2| be such that ωe1θ1 + g2 = τ2 + ωe2θ2. Then

(ωe1θ1 + g2)e2 = (τ2 + αe2(θ2))e2 = τ2e2αe2(θ2) = τ2e2(ωe2θ2).

Inductively we find integers θi ∈ Gei and 0 ≤ τi < |ωei | for 1 ≤ i < n such that
ωeiθi + gi+1 = τi+1 + ωei+1

θi+1. Then

gγ = (g + g1)e1g2e2 . . . gnengn+1

= τ1e1(ωe1θ1 + g2)e2 . . .

= τ1e1τ2e2(ωe2θ2 + g3)e3 . . .

= . . .

= τ1e1τ2e2 . . . τnen(ωenθn + gn+1).

It follows that τi = gi for i ≤ n. Therefore

g = ωe1θ1

ωe1θ1 = ωe2θ2

ωe2θ2 = ωe3θ3

. . .

ωen−1θn−1 = ωenθn.

Thus we have

ωenθn =
ωen
ωen

ωen−1θn−1 =
ωen
ωen

ωen−1

ωen−1

ωen−2θn−2 = · · · = g
n∏
i=1

ωei
ωei

= gq(γ).

We conclude that g′ = gq(γ). �

In the next lemma we describe certain (rooted) subtrees that might be present in XG,v.
These are instances where the boundary of the subtree can be identified with an odometer,
as in Proposition 5.26.

Lemma 7.7. Let f1f2 . . . be a sequence in Γ1 such that s(fi) = r(fi+1) and fi+1 6= fi for
all i.

(1) There is a choice of generators of the Gfi and Gr(fi) such that ωfi and ωfi are all
positive.
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Suppose further that ωfi = 1 for all i, and that ωfi > 1 for infinitely many i. Let S be
the set of all infinite G-paths with edge sequence f1f2 . . . . (Thus S is homeomorphic to
the Cantor set

∏∞
i=1

Z
ωfiZ

.)

(2) Let γ = h1f1 . . . hnfn be a G-path, and let g, g′ ∈ Z. Then gγ = γg′ if and only if∏n
i=1 ωfi divides g, and in this case g′ = g(

∏n
i=1 ωfi)

−1.
(3) Gr(f1) acts freely on S.
(4) If ξ = h1f1h2f2 · · · ∈ S is such that hi 6= 0 for infinitely many i, and hi 6= ωfi − 1

for infinitely many i, then for any g, gξ and ξ differ in at most finitely many
coefficients.

Proof. For part (1), choose arbitrarily generators ai for Gr(fi) and bi for Gfi . Replacing b1

by −b1 if necessary, we may assume that ωf1 > 0. Then replacing a2 by −a2 if necessary,
we may assume that ωf1 > 0. This process may be continued with b2, then a3, and so on.

Part (2) follows from Lemma 7.6.
For part (3), it was shown in Example 5.20 that S is a compact group (abelian in this

case), and that Gr(f1) ⊆ S acts by translation. This implies part (3).
For part (4), recall from Example 5.20 that when S is realised as an inverse limit of

finite cyclic groups, the generator of Gr(f1) acts as +1. Then if hi = ωfi − 1 for i < k,
and hk < ωfk − 1, then adding 1 to ξ results in ξ′ = h′1f1h

′
2f2 · · · , where h′i = 0 for

i < k, h′k = hk + 1, and h′i = hi for i > k. Similarly, if hi = 0 for i < k and hk > 0, then
subtracting 1 from ξ results in ξ′ = h′1f1h

′
2f2 · · · , where h′i = ωfi−1 for i < k, h′k = hk−1,

and h′i = hi for i > k. Part (4) follows from these observations. �

In the next result, we give a sufficient condition for certain cylinder sets to contain a
point with trivial isotropy. Recall that for q ∈ Q we let 〈q〉 denote the smallest positive
denominator that can be used to express q as a fraction.

Lemma 7.8. Let ξ = g1e1g2e2 · · · ∈ ∂WG. Suppose that lim supn→∞〈q(g1e1 . . . gnen)〉 =
∞. Then for each `, Z(g1e1 . . . g`e`) contains a point with trivial isotropy.

Proof. For each n we will let γn = g1e1 . . . gnen. We consider first the case that the
sequence of edges appearing in ξ is aperiodic. We claim that Gr(ξ) does not contain
nontrivial elements of the isotropy at ξ. For this, let 1 ≤ n1 < n2 < . . . with 〈q(γni)〉 > i
for all i. If g ∈ Gr(ξ) with gξ = ξ, then by Lemma 7.6 we must have that 〈q(γni)〉 divides
g for all i, and hence we must have g = 0.

Now suppose that βξ = ξ for some β ∈ π1(G, r(ξ)) with |β| > 0. We may write
β = β1γ

−1
k without cancellation, for some reduced G-word β1, where β1gk+1ek+1 also has

no cancellation (where these calculations are performed in the groupoid WG). By the
assumed aperiodicity it must be the case that β1 = γkg, for some g ∈ Gs(ek). It follows
that gξ′ = ξ′, where ξ′ = gk+1ek+1 . . . . Since ξ′ satisfies the same hypotheses as ξ, the
previous argument shows that g = 0, and hence that β = 0, a contradiction. We now
have that for each `, ξ ∈ Z(γ`) is a point with trivial isotropy.

Now we consider the case that the sequence of edges in ξ is eventually periodic. Fix `,
and let m ≥ ` and p > 0 be such that em+1 . . . em+p is a period of the edge sequence of
ξ. Put δ = gm+1em+1 . . . gm+pem+p. For n > m write n = m + kp + r, where k ≥ 0 and
0 ≤ r < p. Note that q(γp) = q(γm)q(δ)kq(δ′), where δ′ = h1em+1 . . . hrem+r for some h1,
. . ., hr. The set of q(δ′) for all such δ′ is a finite set. Therefore if q(δ) ∈ Z then 〈q(γn)〉 is
bounded, in contradiction to the hypothesis of the lemma. Therefore 〈q(δ)〉 > 1.



C∗-ALGEBRAS ASSOCIATED TO GRAPHS OF GROUPS 55

There are two subcases. First, suppose that |ωem+i
| = 1 for all 1 ≤ i ≤ p. Since

〈q(δ)〉 > 1 there exists 1 ≤ j ≤ p such that |ωem+j
| > 1. Then we may use Lemma 7.7.

Let S be as in that lemma. Since Gr(e1) acts freely on S, there is no isotropy in Gr(e1).
Choose ζ = h1e1h2e2 · · · ∈ S ∩ Z(γ`) such that the sequence (hn+kp+j)

∞
k=1 is aperiodic, is

nonzero infinitely often, and is not equal to |ωem+j
| − 1 infinitely often. Suppose that β

is a G-word such that βζ = ζ. We may again write β = β1gγ
−1
k , where β1 is a G-path,

g ∈ Gs(β1), and β1ggk+1ek+1 has no cancellation. By Lemma 7.7(4), the element g changes
at most finitely many coefficients in the tail of coefficients of ζ. Since the sequence of
those coefficients is aperiodic, we must have that β1 = γk. But then g must be trivial to
achieve βζ = ζ. Thus the isotropy at ζ cannot contain an element of positive length, and
so the point ζ ∈ Z(γ`) has trivial isotropy.

Finally, suppose that |ωem+i
| > 1 for some i, 1 ≤ i ≤ p. Replacing m by m + i, if

necessary, we may assume that i = p. Choose d1, d′1, . . . dp, d
′
p ∈ Z such that d1 6= 0,

d′p 6= 0, and

β := d′pem+p . . . d
′
1em+1d1em+1 . . . dpem+p

is a G-path. By Lemma 7.6 we know that if g, g′ ∈ Z are such that gβ = βg′ then
g = g′. We will construct a point η ∈ Z(γ`) having trivial isotropy. Choose an aperiodic
sequence σ1, σ2, . . . in the set {δ, β}. Since d′p 6= 0 and gm+1em+1 6= 0em+p, we may define
the infinite G-path η = γmσ1σ2 · · · ∈ Z(γ`). Note that the sequence of edges appearing
in η is aperiodic. This is because the sequence of edges in β is unchanged by reversal,
whereas this is not true for δ since 〈q(δ)〉 > 1. As before, this forces the isotropy at η to
be a subgroup of Gr(η). Since 〈q(δ)k〉 → ∞, Lemma 7.6 implies that the isotropy at η is
trivial. �

We need one more result to prove Theorem 7.5.

Lemma 7.9. Let G be a locally finite nonsingular GBS graph of groups. Suppose that G
has a constant tree at e ∈ Γ1. Let f ∈ E1

s,e with r(f) = s(e). Then every point in Z(0f)
has nontrivial isotropy.

Proof. Let ξ = 0fh2f2h3f3 · · · ∈ Z(0f). Since αfi is onto for all i, we have that all hi
equal 0, and Gr(f) fixes ξ. �

We can now prove our characterisation of topological freeness.

Proof of Theorem 7.5. For the “if” direction, we let µ ∈ G∗ define a cylinder set in ∂WG;
we show that Z(µ) contains a point of trivial isotropy. Now let e denote the sourcemost
edge of µ; so µ = µ′e (with no cancellation) for some G-word µ′. Let ξ = g1e1g2e2....
Assume that ξ can flow to e, and that ξ is as in (2). There is n such that for some
G-word ν ∈ s(e)G∗r(en), the concatenation eνen has no cancellation. By (2) and Lemma
7.8 we know that there is η ∈ Z(g1e1...gnen) with trivial isotropy. Write η = g1e1...gnenη

′.
(So η′ also has trivial isotropy.) Let γ = 0eνeng

−1
n ...e1g

−1
1 . Then µ′γη = µνη′ (without

cancellation) also has trivial isotropy, and is in the cylinder set Z(µ).
Suppose now that ξ cannot flow to e. We claim that ξ can flow to e. To see this,

suppose first that there is a Γ-path f1 . . . fk, k ≥ 1, which is of minimal length such that
r(f1) = s(e) and s(fk) lies on ξ; say, s(fk) = r(e`). Since f1 . . . fk is of minimal length, we
have fk 6= e`. If f1 6= e, then the G-path 0e0f1 . . . 0fk0e` has no cancellation, contradicting
the assumption that ξ cannot flow to e. Therefore f1 = e. It follows that ξ can flow to
e. On the other hand, suppose that no such minimal Γ-path exists. Then it must be the
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case that s(e) lies on ξ; say, s(e) = r(e`). If e` 6= e, then ξ can flow to e, a contradiction.
Therefore e` = e, and so again we have that ξ can flow to e.

There are now two cases. First, suppose that G is not treelike at e. Then there is a
reduced G-loop γ at s(e) such that 0eγe is reduced. Since ξ can flow to e, there is a reduced
G-word γ′, and ` ∈ N, such that 0eγ′e` is reduced. Then µγeγ′e`g`+1f`+1 · · · ∈ Z(µ) has
trivial isotropy.

Second, suppose that G is treelike at e. Since G has no constant trees, there must exist
η ∈ s(e)∂Es,e such that |ωf | > 1 for infinitely many edges f lying on η. It follows that η
satisfies the hypothesis of Lemma 7.8, and hence there is η′ having the same edge sequence
as η and having trivial isotropy. Then µη′ ∈ Z(µ) has trivial isotropy. Thus in all cases,
Z(µ) contains a point with trivial isotropy, and hence the action is topologically free.

For the “only if” direction, suppose that the action is topologically free. Lemma 7.9
implies that (1) holds. We suppose that (2) is false, and derive a contradiction by showing
that every point of ∂WG has nontrivial isotropy. Let ξ = g1e1g2e2 · · · ∈ ∂WG, and let
γn = g1e1 . . . gnen. By assumption, {〈q(γn)〉 : n = 1, 2, . . .} is bounded. Let C be the least
common multiple of {〈q(γn)〉 : n = 1, 2, . . .}. Then for each n we have C ·γn = γnCq(γn),
by Lemma 7.6. It follows that C · Z(γn) ⊆ Z(γn) for all n. Since

⋂∞
n=1 Z(γn) = {ξ}, we

have that Cξ = ξ. �

Remark 7.10. One instance where condition (2) holds is when there is a G-loop γ such
that |q(γ)| 6= 1. The reason is that in this case, either |〈q(γ)〉| > 1 or |〈q(γ−1)〉| > 1.
Then the infinite iteration of γ, or of γ−1, will give an infinite reduced path satisfying
(2). Of course, if G is finite, this is the only way that (2) can hold. We recall the notion
of a unimodular graph of groups from [8]. In the context of a locally finite GBS graph of
groups, this means that q(γ) = ±1 for every G-loop γ. In particular, if Γ is finite then
G is unimodular if and only if (2) does not hold. We obtain the following corollary of
Theorem 7.5.

Corollary 7.11. Let G be a finite nonsingular GBS graph of groups. Then the action of
π1(G, v) on v∂XG is topologically free if and only if G is not unimodular.

Proof. The finiteness of Γ, together with the nonsingularity of G, imply that G has no
constant trees. The corollary now follows from Theorem 7.5 and Remark 7.10. �

In fact, the proof of Theorem 7.5 can be used to get a bit more.

Proposition 7.12. Let G be a locally finite GBS graph of groups. Suppose that condition
(1) of Theorem 7.5 holds, but that condition (2) of Theorem 7.5 does not hold. Then
π1(G, v) does not act effectively on v∂XG (and hence the action is not topologically free).

Proof. The last part of the proof of Theorem 7.5 shows that for every ξ ∈ ∂WG, there is
Cξ ∈ Grξ \ {0} ∼= Z∗ such that Cξξ = ξ. Fix v ∈ Γ0. For n ∈ Z∗+ let

Sn = {ξ ∈ v∂WG : n generates the isotropy at ξ}.
Then v∂WG =

⊔
n Sn. Since each Sn is an open set, compactness of v∂WG implies that

only finitely many Sn are nonempty. Let C be the least common multiple of {n : Sn 6= ∅}.
Then Cξ = ξ for all ξ ∈ v∂WG. Then CZ ⊆ Gv ⊆ π1(G, v) acts trivially on v∂XG. Thus
π1(G, v) does not act effectively on v∂XG. �

Remark 7.13. The assumption that Theorem 7.5(1) holds is necessary for the proof of
Proposition 7.12. Let Γ be a tree with Γ0 = N×N. The edges Γ1 are {en : n ≥ 0}∪ {fij :
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i, j ≥ 0}. Let r(en) = (n, 0) and s(en) = (n + 1, 0) for n ≥ 0, and let r(fij) = (i, j) and
s(fij) = (i, j + 1) for i, j ≥ 0. Let ωen = ωen = ωfij = 1 for all n, i, j. Let ωfij = 1 if
j > 0, and ωfi0 = i + 2 for i ≥ 0. We show that the fundamental group acts effectively
on the boundary. Let v = (0, 0). Note that there are no reduced G-loops at v of length
greater than zero; i.e. π1(G, v) = Gv

∼= Z. For n ≥ 0 and m ∈ Σfn0
∼= Z/(n + 2)Z, let

ξn,m ∈ v∂XG be defined by ξn,m = 0e0 · · · 0en−1mfn00fn10fn2 · · · . Then it is easily seen
that 1 ∈ π1(G, v) acts on ξn,m as 1 · ξn,m = ξn,m+1. Thus no nonzero integer can fix all
ξn,m. Therefore π1(G, v) acts effectively on v∂XG, but Theorem 7.5(2) fails.

7.2. C∗-algebras associated to GBS graphs of groups. Through our work in Sec-
tions 5 and 7 we have a characterisation of when the action of the fundamental group of
a GBS graph of groups on its boundary is minimal and topologically free. Since we know
from Theorem 5.29 that the action is amenable, this is equivalent to a characterisation of
when a GBS graph of groups C∗-algebra is simple and nuclear. It further follows from our
results that we have the following dichotomy for simple GBS graph of groups C∗-algebras:

Theorem 7.14. A simple GBS graph of groups C∗-algebra is either a stable Bunce–
Deddens algebra, or a Kirchberg algebra.

Proof. Let G be the GBS graph of groups. We know from Theorem 5.29 that C∗(G) is
nuclear. Since the action is minimal, we know that we either have (1), (2) or (3) from
Proposition 5.17. Since the action is topologically free, we know from Theorem 7.5 that G
is not the finite ray in (3). In case (1) we have the crossed product purely infinite. Since
v∂XG is second countable and π1(G, v) is countable, we know that the crossed product
is separable (see the discussion in Section 2.5.3). Hence in case (1) we have C∗(G) a
Kirchberg algebra. We see from Example 5.20 and Remark 5.22 that the infinite ray in
case (2) is an example of an odometer of groups. We see from Remark 5.22 that topological
freeness forces ∩∞i=1Gr(ei) = {0} which forces [Gr(ei) : Gr(ei−1)] > 1 for infinitely many i.
So we can apply Proposition 5.26 to see that C∗(G) in case (2) is a stable Bunce–Deddens
algebra. �

Corollary 7.15. Suppose G is a GBS loop of groups, whose two monomorphisms are
given by multiplication by integers m and n. Then C∗(G) is a Kirchberg algebra if and
only if |m| 6= |n| and |m|, |n| ≥ 2.

Proof. Theorem 7.14 says that it suffices to characterise when the action is minimal and
topologically free, for then, since G is obviously not an odometer of groups, we must
have C∗(G) a Kirchberg algebra. We know from Theorem 5.11 that the action will be
minimal if and only if neither of the monomorphisms are surjective, which is exactly when
|m|, |n| ≥ 2. Recall from Remark 7.10 that G is unimodular if q(γ) = ±1 for every G-loop
γ. Since this happens precisely when |m| = |n|, we see from Corollary 7.11 that the action
is topologically free if and only if |m| 6= |n|. �
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